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Consider an optimal stopping problem in which the optimality equation takes the

form
Ft(x) = max

{
r(x), E[Ft+1(xt+1)]

}
, t = 1, . . . , N − 1 ,

FN (x) = r(x), and where r(x) > 0 for all x. Let S denote the stopping set of the one-
step-look-ahead rule. Show that if S is closed (in a sense you should explain) then the
one-step-look-ahead rule is optimal.

N biased coins are to be tossed successively. The probability that the ith coin toss
will show a head is known to be pi (0 < pi < 1). At most once, after observing a head,
and before tossing the next coin, you may guess that you have just seen the last head (i.e.
that all subsequent tosses will show tails). If your guess turns out to be correct then you
win £1.

Suppose that you have not yet guessed ‘last head’, and the ith toss is a head. Show
that it cannot be optimal to guess that this is the last head if

pi+1

qi+1
+ · · ·+ pN

qN
> 1 ,

where qj = 1− pj.

Suppose that pi = 1/i. Show that it is optimal to guess that the last head is the
first head (if any) to occur after having tossed at least i∗ coins, where i∗ ≈ N/e when N
is large.
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Paper 3, Section II
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An observable scalar state variable evolves as xt+1 = xt + ut, t = 0, 1, . . . . Let

controls u0, u1, . . . be determined by a policy π and define

Cs(π, x0) =

s−1∑

t=0

(x2t + 2xtut + 7u2t ) and Cs(x0) = inf
π

Cs(π, x0) .

Show that it is possible to express Cs(x0) in terms of Πs, which satisfies the recurrence

Πs =
6(1 + Πs−1)

7 + Πs−1
, s = 1, 2, . . . ,

with Π0 = 0.

Deduce that C∞(x0) > 2x20. [C∞(x0) is defined as lim
s→∞

Cs(x0).]

By considering the policy π∗ which takes ut = −(1/3)(2/3)tx0, t = 0, 1, . . . , show
that C∞(x0) = 2x20.

Give an alternative description of π∗ in closed-loop form.
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Describe the type of optimal control problem that is amenable to analysis using

Pontryagin’s Maximum Principle.

A firm has the right to extract oil from a well over the interval [0, T ]. The oil can
be sold at price £p per unit. To extract oil at rate u when the remaining quantity of oil
in the well is x incurs cost at rate £u2/x. Thus the problem is one of maximizing

∫ T

0

[
pu(t)− u(t)2

x(t)

]
dt ,

subject to dx(t)/dt = −u(t), u(t) > 0, x(t) > 0. Formulate the Hamiltonian for this
problem.

Explain why λ(t), the adjoint variable, has a boundary condition λ(T ) = 0.

Use Pontryagin’s Maximum Principle to show that under optimal control

λ(t) = p− 1

1/p + (T − t)/4

and

dx(t)

dt
= − 2px(t)

4 + p(T − t)
.

Find the oil remaining in the well at time T , as a function of x(0), p, and T ,
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(a) Suppose that

(
X
Y

)
∼ N

((
µX

µY

)
,

(
VXX VXY

VY X VY Y

))
.

Prove that conditional on Y = y, the distribution of X is again multivariate normal, with
mean µX + VXY V

−1
Y Y (y − µY ) and covariance VXX − VXY V

−1
Y Y VY X .

(b) The Rd-valued process X evolves in discrete time according to the dynamics

Xt+1 = AXt + εt+1,

where A is a constant d × d matrix, and εt are independent, with common N(0,Σε)
distribution. The process X is not observed directly; instead, all that is seen is the
process Y defined as

Yt = CXt + ηt,

where ηt are independent of each other and of the εt, with common N(0,Ση) distribution.

If the observer has the prior distribution X0 ∼ N(X̂0, V0) for X0, prove that at
all later times the distribution of Xt conditional on Yt ≡ (Y1, . . . , Yt) is again normally
distributed, with mean X̂t and covariance Vt which evolve as

X̂t+1 = AX̂t +MtC
T (Ση +CMtC

T )−1(Yt+1 − CAX̂t),

Vt+1 = Mt −MtC
T (Ση + CMtC

T )−1CMt,

where
Mt = AVtA

T +Σε.

(c) In the special case where both X and Y are one-dimensional, and A = C = 1,
Σε = 0, find the form of the updating recursion. Show in particular that

1

Vt+1
=

1

Vt
+

1

Ση

and that
X̂t+1

Vt+1
=

X̂t

Vt
+

Yt+1

Ση
.

Hence deduce that, with probability one,

lim
t→∞

X̂t = lim
t→∞

t−1
t∑

j=1

Yj.
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Consider an infinite-horizon controlled Markov process having per-period costs

c(x, u) > 0, where x ∈ X is the state of the system, and u ∈ U is the control. Costs
are discounted at rate β ∈ (0, 1], so that the objective to be minimized is

E
[ ∑

t>0

βtc(Xt, ut)
∣∣ X0 = x

]
.

What is meant by a policy π for this problem?

Let L denote the dynamic programming operator

Lf(x) ≡ inf
u∈U

{
c(x, u) + βE

[
f(X1)

∣∣X0 = x, u0 = u
] }

.

Further, let F denote the value of the optimal control problem:

F (x) = inf
π

Eπ

[ ∑

t>0

βtc(Xt, ut)
∣∣ X0 = x

]
,

where the infimum is taken over all policies π, and Eπ denotes expectation under policy
π. Show that the functions Ft defined by

Ft+1 = LFt (t > 0), F0 ≡ 0

increase to a limit F∞ ∈ [0,∞]. Prove that F∞ 6 F . Prove that F = LF .

Suppose that Φ = LΦ > 0. Prove that Φ > F .

[You may assume that there is a function u∗ : X → U such that

LΦ(x) = c(x, u∗(x)) + βE
[
Φ(X1)

∣∣X0 = x, u0 = u∗(x)
]
,

though the result remains true without this simplifying assumption.]
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Dr Seuss’ wealth xt at time t evolves as

dx

dt
= rxt + ℓt − ct,

where r > 0 is the rate of interest earned, ℓt is his intensity of working (0 6 ℓ 6 1), and
ct is his rate of consumption. His initial wealth x0 > 0 is given, and his objective is to
maximize ∫ T

0
U(ct, ℓt) dt,

where U(c, ℓ) = cα(1− ℓ)β , and T is the (fixed) time his contract expires. The constants α
and β satisfy the inequalities 0 < α < 1, 0 < β < 1, and α+ β > 1. At all times, ct must
be non-negative, and his final wealth xT must be non-negative. Establish the following
properties of the optimal solution (x∗, c∗, ℓ∗):

(i) βc∗t = α(1 − ℓ∗t );

(ii) c∗t ∝ e−γrt, where γ ≡ (β − 1 + α)−1;

(iii) x∗t = Aert +Be−γrt − r−1 for some constants A and B.

Hence deduce that the optimal wealth is

x∗t =
(1− e−γrT (1 + rx0))e

rt + ((1 + rx0)e
rT − 1)e−γrt

r(erT − e−γrT )
− 1

r
.
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2/II/29I Optimization and Control

Consider a stochastic controllable dynamical system P with action-space A and
countable state-space S. Thus P = (pxy(a) : x, y ∈ S, a ∈ A) and pxy(a) denotes the
transition probability from x to y when taking action a. Suppose that a cost c(x, a)
is incurred each time that action a is taken in state x, and that this cost is uniformly
bounded. Write down the dynamic optimality equation for the problem of minimizing the
expected long-run average cost.

State in terms of this equation a general result, which can be used to identify an
optimal control and the minimal long-run average cost.

A particle moves randomly on the integers, taking steps of size 1. Suppose we can
choose at each step a control parameter u ∈ [α, 1− α], where α ∈ (0, 1/2) is fixed, which
has the effect that the particle moves in the positive direction with probability u and
in the negative direction with probability 1 − u. It is desired to maximize the long-run
proportion of time π spent by the particle at 0. Show that there is a solution to the
optimality equation for this example in which the relative cost function takes the form
θ(x) = µ |x| , for some constant µ .

Determine an optimal control and show that the maximal long-run proportion of
time spent at 0 is given by

π =
1− 2α

2 (1− α)
.

You may assume that it is valid to use an unbounded function θ in the optimality equation
in this example.

Part II 2008
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3/II/28I Optimization and Control

Let Q be a positive-definite symmetric m ×m matrix. Show that a non-negative
quadratic form on Rd × Rm of the form

c(x, a) = xTRx+ xTSTa+ aTSx+ aTQa, x ∈ Rd, a ∈ Rm,

is minimized over a, for each x, with value xT (R− STQ−1S)x, by taking a = Kx, where
K = −Q−1S.

Consider for k 6 n the controllable stochastic linear system in Rd

Xj+1 = AXj +BUj + εj+1, j = k, k + 1, . . . , n− 1,

starting from Xk = x at time k, where the control variables Uj take values in Rm, and
where εk+1, . . . , εn are independent, zero-mean random variables, with var(εj) = Nj .
Here, A, B and Nj are, respectively, d× d, d×m and d× d matrices. Assume that a cost
c(Xj , Uj) is incurred at each time j = k, . . . , n−1 and that a final cost C(Xn) = XT

n Π0Xn

is incurred at time n. Here, Π0 is a given non-negative-definite symmetric matrix. It is
desired to minimize, over the set of all controls u, the total expected cost V u(k, x). Write
down the optimality equation for the infimal cost function V (k, x).

Hence, show that V (k, x) has the form

V (k, x) = xTΠn−kx+ γk

for some non-negative-definite symmetric matrix Πn−k and some real constant γk. Show
how to compute the matrix Πn−k and constant γk and how to determine an optimal
control.

Part II 2008
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4/II/29I Optimization and Control

State Pontryagin’s maximum principle for the controllable dynamical system with
state-space R+, given by

ẋt = b(t, xt, ut), t > 0,

where the running costs are given by c(t, xt, ut), up to an unconstrained terminal time τ
when the state first reaches 0, and there is a terminal cost C(τ).

A company pays a variable price p(t) per unit time for electrical power, agreed in
advance, which depends on the time of day. The company takes on a job at time t = 0,
which requires a total amount E of electrical energy, but can be processed at a variable
level of power consumption u(t) ∈ [0, 1]. If the job is completed by time τ , then the
company will receive a reward R(τ). Thus, it is desired to minimize∫ τ

0

u(t)p(t)dt−R(τ),

subject to ∫ τ

0

u(t)dt = E, u(t) ∈ [0, 1],

with τ > 0 unconstrained. Take as state variable the energy xt still needed at time t to
complete the job. Use Pontryagin’s maximum principle to show that the optimal control
is to process the job on full power or not at all, according as the price p(t) lies below or
above a certain threshold value p∗.

Show further that, if τ∗ is the completion time for the optimal control, then

p∗ + Ṙ(τ∗) = p(τ∗) .

Consider a case in which p is periodic, with period one day, where day 1 corresponds
to the time interval [0, 2], and p(t) = (t − 1)2 during day 1. Suppose also that
R(τ) = 1/(1+τ) and E = 1/2. Determine the total energy cost and the reward associated
with the threshold p∗ = 1/4 .

Hence, show that any threshold low enough to carry processing over into day 2 is
suboptimal.

Show carefully that the optimal price threshold is given by p∗ = 1/4 .
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2/II/29I Optimization and Control

State Pontryagin’s maximum principle in the case where both the terminal time
and the terminal state are given.

Show that π is the minimum value taken by the integral

1
2

∫ 1

0

(u2
t + v2

t ) dt

subject to the constraints x0 = y0 = z0 = x1 = y1 = 0 and z1 = 1, where

ẋt = ut, ẏt = vt, żt = utyt − vtxt, 0 6 t 6 1.

[You may find it useful to note the fact that the problem is rotationally symmetric about
the z-axis, so that the angle made by the initial velocity (ẋ0, ẏ0) with the positive x-axis
may be chosen arbitrarily.]

3/II/28I Optimization and Control

Let P be a discrete-time controllable dynamical system (or Markov decision process)
with countable state-space S and action-space A. Consider the n-horizon dynamic
optimization problem with instantaneous costs c(k, x, a), on choosing action a in state
x at time k 6 n− 1, with terminal cost C(x), in state x at time n. Explain what is meant
by a Markov control and how the choice of a control gives rise to a time-inhomogeneous
Markov chain.

Suppose we can find a bounded function V and a Markov control u∗ such that

V (k, x) 6 (c+ PV )(k, x, a), 0 6 k 6 n− 1, x ∈ S, a ∈ A,

with equality when a = u∗(k, x), and such that V (n, x) = C(x) for all x. Here PV (k, x, a)
denotes the expected value of V (k+ 1, Xk+1), given that we choose action a in state x at
time k. Show that u∗ is an optimal Markov control.

A well-shuffled pack of cards is placed face-down on the table. The cards are turned
over one by one until none are left. Exactly once you may place a bet of £1000 on the
event that the next two cards will be red. How should you choose the moment to bet?
Justify your answer.
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4/II/29I Optimization and Control

Consider the scalar controllable linear system, whose state Xn evolves by

Xn+1 = Xn + Un + εn+1,

with observations Yn given by
Yn+1 = Xn + ηn+1.

Here, Un is the control variable, which is to be determined on the basis of the observations
up to time n, and εn, ηn are independent N(0, 1) random variables. You wish to minimize
the long-run average expected cost, where the instantaneous cost at time n is X2

n + U2
n.

You may assume that the optimal control in equilibrium has the form Un = −KX̂n, where
X̂n is given by a recursion of the form

X̂n+1 = X̂n + Un +H(Yn+1 − X̂n),

and where H is chosen so that ∆n = Xn − X̂n is independent of the observations up
to time n. Show that K = H = (

√
5 − 1)/2 = 2/(

√
5 + 1), and determine the minimal

long-run average expected cost. You are not expected to simplify the arithmetic form of
your answer but should show clearly how you have obtained it.
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2/II/29I Optimization and Control

A policy π is to be chosen to maximize

F (π, x) = Eπ

∑
t>0

βtr(xt, ut)

∣∣∣∣∣ x0 = x

 ,
where 0 < β 6 1. Assuming that r > 0, prove that π is optimal if F (π, x) satisfies the
optimality equation.

An investor receives at time t an income of xt of which he spends ut, subject to
0 6 ut 6 xt. The reward is r(xt, ut) = ut, and his income evolves as

xt+1 = xt + (xt − ut)εt,

where (εt)t>0 is a sequence of independent random variables with common mean θ > 0.
If 0 < β 6 1/(1 + θ), show that the optimal policy is to take ut = xt for all t.

What can you say about the problem if β > 1/(1 + θ)?
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A discrete-time controlled Markov process evolves according to

Xt+1 = λXt + ut + εt, t = 0, 1, . . . ,

where the ε are independent zero-mean random variables with common variance σ2, and
λ is a known constant.

Consider the problem of minimizing

Ft,T (x) = E

 T−1∑
j=t

βj−tC(Xj , uj) + βT−tR(XT )

 ,
where C(x, u) = 1

2 (u2 + ax2), β ∈ (0, 1) and R(x) = 1
2a0x

2 + b0. Show that the optimal
control at time j takes the form uj = kT−jXj for certain constants ki. Show also that the
minimized value for Ft,T (x) is of the form

1
2aT−tx

2 + bT−t

for certain constants aj , bj . Explain how these constants are to be calculated. Prove that
the equation

f(z) ≡ a+
λ2βz

1 + βz
= z

has a unique positive solution z = a∗, and that the sequence (aj)j>0 converges monotoni-
cally to a∗.

Prove that the sequence (bj)j>0 converges, to the limit

b∗ ≡
βσ2a∗

2(1− β)
.

Finally, prove that kj → k∗ ≡ −βa∗λ/(1 + βa∗).

4/II/29I Optimization and Control

An investor has a (possibly negative) bank balance x(t) at time t. For given positive
x(0), T, µ,A and r, he wishes to choose his spending rate u(t) > 0 so as to maximize

Φ(u;µ) ≡
∫ T

0

e−βt log u(t) dt+ µe−βTx(T ),

where dx(t)/dt = A + rx(t) − u(t). Find the investor’s optimal choice of control
u(t) = u∗(t;µ).

Let x∗(t;µ) denote the optimally-controlled bank balance. By considering next how
x∗(T ;µ) depends on µ, show that there is a unique positive µ∗ such that x∗(T ;µ∗) = 0. If
the original problem is modified by setting µ = 0, but requiring that x(T ) > 0, show that
the optimal control for this modified problem is u(t) = u∗(t;µ∗).
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2/II/29I Optimization and Control

Explain what is meant by a time-homogeneous discrete time Markov decision
problem.

What is the positive programming case?

A discrete time Markov decision problem has state space {0, 1, . . . , N}. In state
i, i 6= 0, N , two actions are possible. We may either stop and obtain a terminal reward
r(i) > 0, or may continue, in which case the subsequent state is equally likely to be
i − 1 or i + 1. In states 0 and N stopping is automatic (with terminal rewards r(0) and
r(N) respectively). Starting in state i, denote by Vn(i) and V (i) the maximal expected
terminal reward that can be obtained over the first n steps and over the infinite horizon,
respectively. Prove that limn→∞ Vn = V .

Prove that V is the smallest concave function such that V (i) > r(i) for all i.

Describe an optimal policy.

Suppose r(0), . . . , r(N) are distinct numbers. Show that the optimal policy is
unique, or give a counter-example.

3/II/28I Optimization and Control

Consider the problem

minimize E

[
x(T )2 +

∫ T

0

u(t)2 dt

]

where for 0 6 t 6 T ,
ẋ(t) = y(t) and ẏ(t) = u(t) + ε(t) ,

u(t) is the control variable, and ε(t) is Gaussian white noise. Show that the problem can
be rewritten as one of controlling the scalar variable z(t), where

z(t) = x(t) + (T − t)y(t) .

By guessing the form of the optimal value function and ensuring it satisfies an appropriate
optimality equation, show that the optimal control is

u(t) = − (T − t)z(t)
1 + 1

3 (T − t)3
.

Is this certainty equivalence control?
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4/II/29I Optimization and Control

A continuous-time control problem is defined in terms of state variable x(t) ∈ Rn

and control u(t) ∈ Rm, 0 6 t 6 T . We desire to minimize
∫ T

0
c(x, t) dt+K(x(T )), where T

is fixed and x(T ) is unconstrained. Given x(0) and ẋ = a(x, u), describe further boundary
conditions that can be used in conjunction with Pontryagin’s maximum principle to find
x, u and the adjoint variables λ1, . . . , λn.

Company 1 wishes to steal customers from Company 2 and maximize the profit it
obtains over an interval [0, T ]. Denoting by xi(t) the number of customers of Company i,
and by u(t) the advertising effort of Company 1, this leads to a problem

minimize
∫ T

0

[
x2(t) + 3u(t)

]
dt ,

where ẋ1 = ux2, ẋ2 = −ux2, and u(t) is constrained to the interval [0, 1]. Assuming
x2(0) > 3/T , use Pontryagin’s maximum principle to show that the optimal advertising
policy is bang-bang, and that there is just one change in advertising effort, at a time t∗,
where

3 et∗ = x2(0)(T − t∗) .
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A gambler is presented with a sequence of n > 6 random numbers, N1, N2, . . . , Nn,
one at a time. The distribution of Nk is

P (Nk = k) = 1− P (Nk = −k) = p ,

where 1/(n − 2) < p ≤ 1/3. The gambler must choose exactly one of the numbers, just
after it has been presented and before any further numbers are presented, but must wait
until all the numbers are presented before his payback can be decided. It costs £1 to play
the game. The gambler receives payback as follows: nothing if he chooses the smallest of
all the numbers, £2 if he chooses the largest of all the numbers, and £1 otherwise.

Show that there is an optimal strategy of the form “Choose the first number k such
that either (i) Nk > 0 and k ≥ n− r0, or (ii) k = n− 1”, where you should determine the
constant r0 as explicitly as you can.

B3/14 Optimization and Control

The strength of the economy evolves according to the equation

ẍt = −α2xt + ut ,

where x0 = ẋ0 = 0 and ut is the effort that the government puts into reform at time
t, t ≥ 0. The government wishes to maximize its chance of re-election at a given future
time T , where this chance is some monotone increasing function of

xT −
1
2

∫ T

0

u2
tdt .

Use Pontryagin’s maximum principle to determine the government’s optimal reform
policy, and show that the optimal trajectory of xt is

xt =
t

2
α−2 cos(α(T − t))− 1

2
α−3 cos(αT ) sin(αt) .
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B4/14 Optimization and Control

Consider the deterministic dynamical system

ẋt = Axt +But

where A and B are constant matrices, xt ∈ Rn, and ut is the control variable, ut ∈ Rm.
What does it mean to say that the system is controllable?

Let yt = e−tAxt − x0. Show that if Vt is the set of possible values for yt as the
control {us : 0 ≤ x ≤ t} is allowed to vary, then Vt is a vector space.

Show that each of the following three conditions is equivalent to controllability of
the system.

(i) The set {v ∈ Rn : v>yt = 0 for all yt ∈ Vt} = {0}.

(ii) The matrix H(t) =
∫ t

0
e−sABB>e−sA>ds is (strictly) positive definite.

(iii) The matrix Mn = [B AB A2B · · · An−1B] has rank n.

Consider the scalar system

n∑
j=0

aj

( d

dt

)n−j

ξt = ut ,

where a0 = 1. Show that this system is controllable.
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The owner of a put option may exercise it on any one of the days 1, . . . , h, or not at
all. If he exercises it on day t, when the share price is xt, his profit will be p−xt. Suppose
the share price obeys xt+1 = xt + εt, where ε1, ε2, . . . are i.i.d. random variables for which
E|εt| < ∞. Let Fs(x) be the maximal expected profit the owner can obtain when there
are s further days to go and the share price is x. Show that

(a) Fs(x) is non-decreasing in s,

(b) Fs(x) + x is non-decreasing in x, and

(c) Fs(x) is continuous in x.

Deduce that there exists a non-decreasing sequence, a1, . . . , ah, such that expected
profit is maximized by exercising the option the first day that xt 6 at.

Now suppose that the option never expires, so effectively h = ∞. Show by examples
that there may or may not exist an optimal policy of the form ‘exercise the option the
first day that xt 6 a.’

B3/14 Optimization and Control

State Pontryagin’s Maximum Principle (PMP).

In a given lake the tonnage of fish, x, obeys

dx/dt = 0.001(50− x)x− u , 0 < x 6 50 ,

where u is the rate at which fish are extracted. It is desired to maximize∫ ∞

0

u(t)e−0.03t dt ,

choosing u(t) under the constraints 0 6 u(t) 6 1.4, and u(t) = 0 if x(t) = 0. Assume
the PMP with an appropriate Hamiltonian H(x, u, t, λ). Now define G(x, u, t, η) =
e0.03tH(x, u, t, λ) and η(t) = e0.03tλ(t). Show that there exists η(t), 0 6 t such that
on the optimal trajectory u maximizes

G(x, u, t, η) = η[0.001(50− x)x− u] + u,

and
dη/dt = 0.002(x− 10)η .

Suppose that x(0) = 20 and that under an optimal policy it is not optimal to
extract all the fish. Argue that η(0) > 1 is impossible and describe qualitatively what
must happen under the optimal policy.

Part II 2003



73

B4/14 Optimization and Control

The scalars xt, yt, ut, are related by the equations

xt = xt−1 + ut−1 , yt = xt−1 + ηt−1 , t = 1, . . . , T ,

where {ηt} is a sequence of uncorrelated random variables with means of 0 and variances
of 1. Given that x̂0 is an unbiased estimate of x0 of variance 1, the control variable
ut is to be chosen at time t on the basis of the information Wt, where W0 = (x̂0) and
Wt = (x̂0, u0, . . . , ut−1, y1, . . . , yt), t = 1, 2, . . . , T − 1. Let x̂1, . . . , x̂T be the Kalman filter
estimates of x1, . . . , xT computed from

x̂t = x̂t−1 + ut−1 + ht(yt − x̂t−1)

by appropriate choices of h1, . . . , hT . Show that the variance of x̂t is Vt = 1/(1 + t).

Define F (WT ) = E
[
x2

T |WT

]
and

F (Wt) = inf
ut,...,uT−1

E

[
T−1∑
τ=t

u2
τ + x2

T

∣∣∣∣∣Wt

]
, t = 0, . . . , T − 1 .

Show that F (Wt) = x̂2
tPt + dt, where Pt = 1/(T − t + 1), dT = 1/(1 + T ) and

dt−1 = Vt−1VtPt + dt.

How would the expression for F (W0) differ if x̂0 had a variance different from 1?
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B2/15 Optimization and Control

State Pontryagin’s maximum principle (PMP) for the problem of minimizing∫ T

0

c(x(t), u(t)) dt+K(x(T )) ,

where x(t) ∈ Rn, u(t) ∈ Rm, dx/dt = a(x(t), u(t)); here, x(0) and T are given, and x(T )
is unconstrained.

Consider the two-dimensional problem in which dx1/dt = x2, dx2/dt = u,
c(x, u) = 1

2u
2 and K(x(T )) = 1

2qx1(T )2, q > 0. Show that, by use of a variable
z(t) = x1(t)+x2(t)(T − t), one can rewrite this problem as an equivalent one-dimensional
problem.

Use PMP to solve this one-dimensional problem, showing that the optimal control
can be expressed as u(t) = −qz(T )(T − t), where z(T ) = z(0)/(1 + 1

3qT
3).

Express u(t) in a feedback form of u(t) = k(t)z(t) for some k(t).

Suppose that the initial state x(0) is perturbed by a small amount to x(0)+(ε1, ε2).
Give an expression (in terms of ε1, ε2, x(0), q and T ) for the increase in minimal cost.

B3/14 Optimization and Control

Consider a scalar system with xt+1 = (xt + ut)ξt, where ξ0, ξ1, . . . is a sequence of
independent random variables, uniform on the interval [−a, a], with a 6 1. We wish to
choose u0, . . . , uh−1 to minimize the expected value of

h−1∑
t=0

(c+ x2
t + u2

t ) + 3x2
h ,

where ut is chosen knowing xt but not ξt. Prove that the minimal expected cost can be
written Vh(x0) = hc+ x2

0Πh and derive a recurrence for calculating Π1, . . . ,Πh.

How does your answer change if ut is constrained to lie in the set U(xt) = {u :
|u+ xt| < |xt|}?

Consider a stopping problem for which there are two options in state xt, t > 0:

(1) stop: paying a terminal cost 3x2
t ; no further costs are incurred;

(2) continue: choosing ut ∈ U(xt), paying c + u2
t + x2

t , and moving to state
xt+1 = (xt + ut)ξt.

Consider the problem of minimizing total expected cost subject to the constraint
that no more than h continuation steps are allowed. Suppose a = 1. Show that an optimal
policy stops if and only if either h continuation steps have already been taken or x2 6 2c/3.

[Hint: Use induction on h to show that a one-step-look-ahead rule is optimal. You should
not need to find the optimal ut for the continuation steps.]
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B4/14 Optimization and Control

A discrete-time decision process is defined on a finite set of states I as follows. Upon
entry to state it at time t the decision-maker observes a variable ξt. He then chooses the
next state freely within I, at a cost of c(it, ξt, it+1). Here {ξ0, ξ1, . . .} is a sequence of
integer-valued, identically distributed random variables. Suppose there exist {φi : i ∈ I}
and λ such that for all i ∈ I

φi + λ =
∑
k∈Z

P (ξt = k) min
i′∈I

[c(i, k, i′) + φi′ ] .

Let π denote a policy. Show that

λ = inf
π

lim sup
t→∞

Eπ

[
1
t

t−1∑
s=0

c(is, ξs, is+1)

]
.

At the start of each month a boat manufacturer receives orders for 1, 2 or 3 boats.
These numbers are equally likely and independent from month to month. He can produce
j boats in a month at a cost of 6+3j units. All orders are filled at the end of the month in
which they are ordered. It is possible to make extra boats, ending the month with a stock
of i unsold boats, but i cannot be more than 2, and a holding cost of ci is incurred during
any month that starts with i unsold boats in stock. Write down an optimality equation
that can be used to find the long-run expected average-cost.

Let π be the policy of only ever producing sufficient boats to fill the present month’s
orders. Show that it is optimal if and only if c > 2.

Suppose c < 2. Starting from π, what policy is obtained after applying one step of
the policy-improvement algorithm?
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A street trader wishes to dispose of k counterfeit Swiss watches. If he offers one
for sale at price u he will sell it with probability ae−u. Here a is known and less than 1.
Subsequent to each attempted sale (successful or not) there is a probability 1− β that he
will be arrested and can make no more sales. His aim is to choose the prices at which he
offers the watches so as to maximize the expected values of his sales up until the time he
is arrested or has sold all k watches.

Let V (k) be the maximum expected amount he can obtain when he has k watches
remaining and has not yet been arrested. Explain why V (k) is the solution to

V (k) = max
u>0

{
ae−u[u+ βV (k − 1)] + (1− ae−u)βV (k)

}
.

Denote the optimal price by uk and show that

uk = 1 + βV (k)− βV (k − 1)

and that
V (k) = ae−uk/(1− β) .

Show inductively that V (k) is a nondecreasing and concave function of k.

B3/14 Optimization and Control

A file of X Mb is to be transmitted over a communications link. At each time t the
sender can choose a transmission rate, u(t), within the range [0, 1] Mb per second. The
charge for transmitting at rate u(t) at time t is u(t)p(t). The function p is fully known at
time 0. If it takes a total time T to transmit the file then there is a delay cost of γT 2,
γ > 0. Thus u and T are to be chosen to minimize∫ T

0

u(t)p(t)dt+ γT 2 ,

where u(t) ∈ [0, 1], dx(t)/dt = −u(t), x(0) = X and x(T ) = 0. Quoting and applying
appropriate results of Pontryagin’s maximum principle show that a property of the optimal
policy is that there exists p∗ such that u(t) = 1 if p(t) < p∗ and u(t) = 0 if p(t) > p∗.

Show that the optimal p∗ and T are related by p∗ = p(T ) + 2γT .

Suppose p(t) = t+ 1/t and X = 1. For what value of γ is it optimal to transmit at
a constant rate 1 between times 1/2 and 3/2?
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Consider the scalar system with plant equation xt+1 = xt+ut, t = 0, 1, . . . and cost

Cs(x0, u0, u1, . . .) =
s∑
t=0

[
u2
t +

4
3
x2
t

]
.

Show from first principles that minu0,u1,... Cs = Vsx
2
0, where V0 = 4/3 and for s = 0, 1, . . .,

Vs+1 = 4/3 + Vs/(1 + Vs) .

Show that Vs → 2 as s→∞.

Prove that C∞ is minimized by the stationary control, ut = −2xt/3 for all t.

Consider the stationary policy π0 that has ut = −xt for all t. What is the value of
C∞ under this policy?

Consider the following algorithm, in which steps 1 and 2 are repeated as many
times as desired.

1. For a given stationary policy πn, for which ut = knxt for all t, determine
the value of C∞ under this policy as V πnx2

0 by solving for V πn in

V πn = k2
n + 4/3 + (1 + kn)2V πn .

2. Now find kn+1 as the minimizer of

k2
n+1 + 4/3 + (1 + kn+1)2V πn

and define πn+1 as the policy for which ut = kn+1xt for all t.

Explain why πn+1 is guaranteed to be a better policy than πn.

Let π0 be the stationary policy with ut = −xt. Determine π1 and verify that it
minimizes C∞ to within 0.2% of its optimum.
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