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1.
2.

Show that if A > Amax 1= | XTY ||se/n, then AL = 0.

Show that when the columns of X are orthogonal (so necessarily p < n) and scaled to
have fo-norm /n, the kth component of the Lasso estimator is given by

Bxk = (1B = A)+sgn(B"°)

where (-)4+ = max(0,-). What is the corresponding estimator if the ¢; penalty |31 in the
Lasso objective is replaced by the ¢y penalty ||5]lo := |{k : Bx # 0}|?

Let Y = XB%+e—2&land let S = {k: B #0}, N:={l,...,p} \ S. Without loss

of generality assume S = {1,...,|S|}. Assume that Xg has full column rank and let
Q= {||IXT¢||/n < Ao}. Show that, when A > ), if the following two conditions hold

A=A
1 1 1 0
sup XnvXs(XeXg T < —
7—;”7-” <1H N ( S ) ”OO )\ )\O

A+ 20){(GXEXs) ull <8R for k€S,

then on 2 the (unique) Lasso solution satisfies sgn(@f) = sgn(3°).

. Find the KKT conditions for the group Lasso.

(a) Consider the Lasso and let Ey = {k : LixF(y - Xﬁf)\ = A} be the so-called
equicorrelation set at A. Suppose that rank(X EX) = ]E)\] for all A > 0. Argue that
the Lasso solution is unique for all A > 0.

(b) Under the assumptions above, let Bfl and BfQ be two Lasso solutions at different

values of the regularisation parameter. Suppose that sgn(@fl) = sgn(ﬁi). Show
that then for all ¢ € [0, 1],

tay, + (1 —t)Bf, = foﬁ(kmy
Hint: Check the KKT conditions.

(c) Conclude that the solution path A — Bf is piecewise linear with a finite number of
knots (points A where the solution path is not linear at A) and these occur when the
sign of the Lasso solution changes.

. When proving the theorems on the prediction error of the Lasso, we started with the

so-called basic inequality that

%HX(/?O — B3 < "X (5~ 8%+ AB° — Bl

Show that in fact we can improve this to
1

naTX(B = B%) + B = Bl

1 0 _ A2
—[|X(8" - B)llz <
n
Under the assumptions of Theorem 21 on the prediction and estimation properties of the
Lasso under a compatibility condition, show that, with probability 1 — 2p_(A2/ 8-1) we

have
9A2log(p) o2s
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8. (a) Show that

1 ) )
ma; G(0) = —||Y — XBE|2 + \||BE1,
0: X760 <A (9) QnH Bllz + AlBx I

where ) 1
= —|IY|2 - —||Y —nb3
G(0) = 51V I3 = 5-11Y — o3

Show that the unique  maximising G is 0* = (Y — XﬁAf)/n Hint: Treat the Lasso
optimisation problem as minimising |Y — z||3/(2n) + N||8||1 subject to z — X3 =0
over (f,z) € RP x R™ and consider the Lagrangian.

(b) Let 6 be such that | X70|s < A. Explain why if
max | X716 < ),
0:G(0)>G(d)
then we know that Bfk = 0. By considering 6 = Y'A\/(nAmax) With Amax = | X7Y ||so /7,
show that Bfk =0 if
_ Y2 Amax — A
\/ﬁ >\max )

9. The elastic net estimator in the linear model minimises

1
— Xy < A
n

1
2 llY = XBI5+ MellBlh + (1= a)l8115/2)
over 8 € RP, where «a € [0, 1] is fixed.

(a) Suppose X has two columns X; and X}, that are identical and o < 1. Explain why
the minimising 5* above is unique and has g = ;.

(b) Let B ), B (). .. be the solutions from iterations of a coordinate descent procedure to
minimise the elastic net objective. For a fixed variable index k, let A = {1,...,k—1}
and B={k+1,...,p}. Show that for m > 1,

my (n_leT(Y — XapyY - XBBE;mfl)))
b = 1+ A1 -a) ’

where Si(u) = sgn(u)(|u| — t)+ is the soft-thresholding operator.

10. For the following DAG G

1 (2) 3

write down



11.

the descendants of 3;
b

)
)
()
)

(d) all the v-structures.

(a
(b) all sets of variables that d-separate 1 and 3;

all sets of variables that d-separate {1,4} and 6;

Let Z = (Z1,...,Z,)T € {0,1}? be a binary random vector with probability mass function
given by

p p k-1
P(Zy =z1,...,Z, = z,) = exp | Ogo + Z Oorzk + Z Z Ojrzjzr — P(O)
k=1 k=1 j—1

where exp(—®(©)) is a normalising constant. Show that

logit(P(Z, = 1|Z_k = 21)) = Ok + > Oz + Y Opjz,
jig<k jii>k
where logit(q) = log{q/(1 — ¢)} for ¢ € (0,1). Conclude that, for j < k,
Zj A Zk|Z—jk <~ ®jk =0.

Note that for discrete random variables we can replace the densities in our definition of
conditional independence with probability mass functions (which are in any case densities
with respect to counting measure). How might we go about estimating the © ;7



