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Example Sheet 2

1. Let X be a reversible Markov chain on a finite state space FE with transition matrix P and
invariant distribution 7. Prove a generalisation of the Poincaré inequality, i.e. for all f : E — R
show that

Var, (P'f) < e 2/ Var, (f).

2. Let P be a reversible transition matrix on a finite state space with invariant distribution .
Define the total variation distance from stationarity from a typical point, i.e. for all ¢

dave(t) = Zﬂ‘(l’) Hpt(l" ) - 7THTV '

T

Suppose that 1 = A; > ... > A, > —1 are the eigenvalues, then show that

Ad e (t)? < Z A2
j=2

3. Consider a lazy simple random walk on Z,. Show that for all « > 0 we have as n — oo

d(an?) — /1

0

du.

> 21.2
Ze*a” " cos(2mku)
k=1

(Hint: First write
2 1 1 2
d(an®) = 5/ ‘1 — nPler71(0, Lunj)‘ du
0
and then use the spectral theorem.)
4. Let X be an irreducible Markov chain on the finite state space E with transition matrix P and

invariant distribution 7.

(i) Define the separation distance s(t) = maxg, (1 — P'(z,y)/7(y)). Show that s(¢) is decreasing
as a function of ¢.

(ii) Define teep(e) = min{t > 0: s(t) < e}. Show that for all ¢ € (0,1] and all £ € N we have that
brep(e¥) < Ktuep ().

5. Consider two copies K, and K], of the complete graph joined by a single edge. Find the order

of the mixing time for a lazy simple random walk on the resulting graph.

6. Let X be an irreducible, lazy and reversible Markov chain on a finite state space with transition
matrix P and stationary distribution 7. Let 1 = A1 > Ay > ... > A, be the eigenvalues of P.

(i) Show that

Er[rx] := ZW(JU)W(?J)EI[TZ/] = Z -\

Y 1>2



(Hint: Use question 12(b) from the first example sheet.)
(ii) Show that

o0
Z Pl(z,z) — n(z)) < e F/taE [1,].
t=k

7. Let X be a reversible Markov chain on the finite state space F with transition matrix P and
invariant distribution .

(i) Prove that for all x,y

PQt(way) t t(w 2
(1) =z (1_1@%}{”]3( ) = P HTV)
Deduce that 1
PPoix(z, ) > ()

and that there exists a transition matrix P such that

170+ 2P(.y)

P2tmix (:1;’ y) —
(i) Define
tstop = max min{E;[A,] : A, is a randomised stopping time s.t. P,(Xa, € -) = 7w(-)}.
X
(It is not clear by the definition that a stationary time achieving the minimum exists. One such
example is the filling rule introduced by Baxter and Chacon.) By defining an appropriate stationary
time, prove that
tstop = 8tm1x

We say that a randomised stopping time T starting from x has a halting state if there exists z € E
such that 7' < 7., where 7, = min{t > 0: X; = z}.

(Harder) Show that if T has a halting state, then it is mean optimal, in the sense that
E.[T] = min{E,[A.] : A, is a randomised stopping time s.t. P,(X), € ) =7(-)}.

(Hint: For a stopping time S consider the exit frequencies from each state, i.e. v(y) =
Em[ g:_& (X, = y)} for all y and compare them for different stopping times. Then use the

uniqueness of the invariant measure up to multiplying by a constant.)

8. Let X be a reversible Markov chain with values in the finite space F, transition matrix P and
invariant distribution 7.

(a) Let ¢ be an eigenfunction of P corresponding to eigenvalue X # 1 and ||¢||, = 1. Show that
t—1 2
2t
< —-.
(Ze) [ =52
5=0
(b) Let f: E — R be a function with E,[f] = 0. Recall v =1 — \g is the spectral gap. Show that

. 2
E, (tz:f(Xs)> < 2

v



(c) Using coupling or otherwise, show that if r > tyix(c/2) and t > 4t Var, (f) /(n?c), then for
=
Z f(XT—i—S) - Eﬂ[f]

allz e E
s=0

9. Let X be a reversible Markov chain on a finite state space E with transition matrix P and
invariant distribution 7. Let A C E and let B = A® with k = |B|. Suppose that the sub-stochastic
matrix Pp (the restriction of P to B, i.e. Pg(x,y) = P(x,y for z,y € B)) is irreducible, in the
sense that for all z,y € B, there exists n > 0 such that Pj(x,y) > 0.

(i) By defining an appropriate inner product, show that Pp has k real eigenvalues

I1>2m>7m2.00 2%

(ii) Show that there exist nonnegative numbers ai,...,a; satisfying >, a; = 1 such that for all
t > 0 we have

k
Prg(a > 1) =) _ainj,
i=1

where mp(z) = 7(x)/7(B) for all z € B.

(iii) The Perron Frobenius theorem gives that 3 > 0 and ;3 > —~;. Using the Courant-Fischer
characterisation of eigenvalues establish that

n(4)

rel

Nn<l-—

t
(iv) Deduce that P, (14 > t) < (1 — M) < exp ( tW(A))

trel trel

(v) By the Perron Frobenius theorem the left eigenvector v corresponding to 3 > 0 is strictly
positive. Let a be a probability distribution given by a = v/ ), v(i). Show that when the starting
distribution is «, then the law of 74 is geometric with parameter ~y;.

Prove that for all ¢t and all y
Po(Xe =y | 7a>1t)=aly).

Finally show that if Pp is in addition aperiodic, then for all x ¢ A we have
P Xy =y |74 >1t) — ay) as t — oo.

(The distribution « is called the quasi-stationary distribution.)



