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Ex. 1 i) Show that the collection of functions {e; = exp{2wik-} : k € Z} forms
an orthonormal basis of the Hilbert space L?([0, 1]) equipped with inner product
(f,9) = [ f(x)g(x)dz. [Hint: You may use the Stone-Weierstrass theorem and
that the space C([0,1]) of continuous functions on [0,1] is dense in L2([0,1]).]

ii) Let & € N and consider a function f € L2([0,1]) such that D/f €
L2, DIf(0) = Dif(1), for all 0 < j < a. If K € N and fx = ZIleK(f,ek>ek,
show that

Ife = fllZ2o,y) < K>

for some constant ¢ independent of K. Now let 0, = (f, ex) and suppose you are
given noisy observations Yy, = 0y + (gr/v/n) with g ~**% N(0,1),n € N. Let
fK = ZIkISK Yiexr. Prove that for a choice of K = K,, — oo to be specified,
there exists a constant C' independent of n such that

E|lfx = flf2qo < Cn2/Cth,

Ex. 2 Let X and Y be independent identically distributed centred normal ran-
dom vectors in R™. For 6 € [0,27], define X(0) = X sinf + Y cosf and let
X'(0) = (d/df)X (0). Show that the random vectors (X,Y) and (X (0), X'(0))
have the same distribution in R™ x R"

Ex. 3 Let X be a Gaussian random variable in R?, and let V' C R? be any
linear subspace. Show
Pr(X e V) e {0,1}.

Ex. 4 Let X ~ N(0, I;) be a standard Gaussian vector in R? and let f : R — R
be a Lipschitz function such that ||V f]| < 1 almost everywhere, where || - || is
the Euclidean norm. Prove that

2

Pr(|f(X) - Ef(X)| > t) < 2exp{ - %} vt > 0.

Ex. 5 Let (g; : « € N) be an i.i.d. sequence of N(0,1) variables. Show that
i EmaXicnlgil _
im ————"— =
n—oo  y/2logn

Ex. 6 i) Let B, be the ball of radius r in a d-dimensional normed linear space
V whose norm || - ||y induces the metric dy. Show that its covering numbers
satisfy

dlog(r/2¢) <log N(By,,dy,e€) < dlog(3r/e), Y0 <e<r.

ii) Consider the Sobolev ellipsoid in sequence space ¢5(N) given by

O(a, B) = {9 € L(N): Y K*0F < BZ} .

keN
Show that for all 0 < € < B there exists a constant K such that

log N(©(a, B), dy,,€) < K(B/e)'/?,

where dy, is the metric induced by the norm [|6]|7, = 3=, 67. [Hint: Re-arrange
the index set {1,..., K,...} into a suitable dyadic scheme and use Part i).]



Ex. 7 Suppose two probability measures P, () have a common dominating mea-
sure p on a measure space (X,.A), and are absolutely continuous with respect
to each other. Write p = dP/du and ¢ = dQ/du, and denote by K(P,Q) =
Epllog(dP/dQ)] the Kullback-Leibler divergence between P and Q). Show that

Ep

1og§<x>| < K(P.Q) + 2K (P.Q)

Ex. 8 (Hoeffding’s inequality) Let X7, ..., X,, be independent random variables
such that
EX;, =0, X; € [ai,bi},ai <b, YVi=1,...,n.

Prove that, for every ¢ > 0,
2t?
> t) < Zexp{ — —)}

n
Pr (‘ Xi n
; Zi:l(bi —a;)?

Ex. 9 * (Sparse Varshamov-Gilbert inequality). Let 1 < k < d be integers
such that d > 32k and equip the hypercube {0, 1}¢ with the Hamming metric p.
Show that there exists vectors wi,...,wys in {0,1}% that are all k-sparse (i.e.,

have at most k non-zero entries) and for which a) p(w;,w;) > k/2 for all ¢ # j,
and b) log M > (k/9)log(1 + (d/2k)).



