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Ex. 1 In what follows L2([0, 1]) denotes the space of functions f : [0, 1]→ R such that

‖f‖2L2([0,1]) ≡
∫ 1

0

f2(x)dx <∞,

where dx is Lebesgue measure on [0, 1]. Moreover L2(P ) denotes the space of random variables
X defined on the probability space (Ω,A, P ) such that EX2 ≡ ‖X‖2L2(P ) <∞.

a) [Existence of the Wiener and the Gaussian white noise process]. Show that the mappings
Φ : T × T → R given by

Φ(s, t) = min(s, t), T = [0, 1],

and by

Φ(s, t) =

∫ 1

0

s(x)t(x)dx, T = L2([0, 1]),

define covariances of a Gaussian process (G(t) : t ∈ T ).

b) [Construction of Gaussian white noise as a stochastic integral.] Let (W (t) : t ∈ [0, 1]) be
a Wiener process defined on some probability space (Ω,A, P ). For h ∈ L2([0, 1]) take approxi-
mations hN =

∑
i≤N ai1Ii where the Ii = (xi, yi]’s are disjoint intervals, and where the ai’s are

real coefficients, such that ‖hN − h‖L2([0,1]) → 0 as N →∞. Define new random variables

W(1(x,y]) = W (y)−W (x), x < y, and W(hN ) =
∑
i≤N

aiW(1Ii).

Show that the L2(P )-limit W(h) of W(hN ) exists, and that (W(h) : h ∈ L2([0, 1]) is a Gaussian

process with covariance EW(g)W(h) =
∫ 1

0
g(x)h(x)dx for all g, h ∈ L2([0, 1]).

c) Consider an infinite sequence of random variables (gk : k ∈ N), all i.i.d. N(0, 1), defined on
some common probability space (Ω,A, P ). For {ek : k ∈ N} any orthonormal basis of L2([0, 1]),
show that W(h) from b) can also be obtained as the limit in L2(P ) of the random variables

W̃N =
∑
k≤N hkgk where hk =

∫ 1

0
h(x)ek(x)dx.

Ex. 2 Let P,Q be two probability measures on a measure space (X ,A). Suppose there exists a
common dominating measure µ on (X ,A), and let p = dP/dµ, q = dQ/dµ. Show that

sup
A∈A
|P (A)−Q(A)| = 1

2

∫
X
|p(x)− q(x)|dµ(x).

Ex. 3 Let N ∈ N and let {x0, x1, . . . , xN} be the dissection of [0, 1] given by xi = i/N, i =
0, . . . , N . Denote by VN the space of functions that are piece-wise constant on the intervals
IiN = (xi−1, xi], i = 1, . . . N . Show that

a) the mapping (f, g) 7→ 〈f, g〉N =
∑N
i=1 f(xi)g(xi) defines an inner product on VN ,

b) the functions {1IiN : i = 1, . . . N} form an orthonormal basis of VN for 〈·, ·〉N ,
c) the function

fN =

N∑
i=1

〈f, 1IiN 〉N1Iin ∈ VN
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interpolates a function f at the points xi (that is, it satisfies fN (xi) = f(xi) for all i = 1, . . . , N),
d) the functions

{φiN ≡
√
n1IiN : i = 1, . . . N}

form an orthonormal basis of VN for the inner product 〈·, ·〉L2 of L2([0, 1]),
e) the L2([0, 1])-projection of f ∈ L2 onto VN ,

πN (f) =

N∑
i=1

〈f, φiN 〉L2φiN ,

satisfies, for any f of α-Hölder norm ‖f‖Cα ≤M, 0 < α ≤ 1, the bound

‖f − πN (f)‖2L2 ≤ ‖f − fN‖2L2 .M2N−2α.

Ex. 4 Let α ∈ N. Consider a function f ∈ L2([0, 1]) such that Dmf ∈ L2, Dmf(0) = Dmf(1),
for all 0 ≤ m ≤ α. Let 〈·, ·〉 denote the usual inner product of L2([0, 1]) and consider the
trigonometric basis of L2([0, 1]) given by {ek = e−2πik· : k ∈ Z}. Show that∑

k∈Z
|〈f, ek〉|2(1 + k2α) <∞.

If K ∈ N and fK =
∑
|k|≤K〈f, ek〉ek, deduce that ‖fK − f‖2L2([0,1]) ≤ K

−2α.

Ex. 5 Suppose two probability measures P,Q have a common dominating measure µ on a mea-
sure space (X ,A), and are absolutely continuous with respect to each other. Write p = dP/dµ
and q = dQ/dµ, and denote by K(P,Q) the Kullback-Leibler divergence between P and Q. Show
that

EP

∣∣∣∣log
p

q
(X)

∣∣∣∣ ≤ K(P,Q) +
√

2K(P,Q)

Ex. 6 Let X1, . . . , Xn be i.i.d. random variables with bounded density f : [0, 1] → [0,∞).
Assuming that f is also α-Hölder for some 0 < α ≤ 1, show that one can construct an estimator
f̂n of f such that

Ef‖f̂n − f‖2L2([0,1]) ≤ Cn
−2α/(2α+1),

where C > 0 is a constant independent of sample size. [Hint: Estimate the Haar wavelet
approximation ΠVJ (f) of f at resolution level J unbiasedly from the sample, and choose J to
‘balance bias and variance’.]

Ex. 7 In the setting of the previous exercise with α = 1, show carefully that the rate of conver-
gence obtained is minimax optimal over the class

F =

{
f : [0, 1]→ [0, B],

∫ 1

0

f(x)dx = 1, sup
x 6=y

|f(x)− f(y)|
|x− y|

≤ B

}
, B > 1,

of probability density functions that are Lipschitz (i.e., α-Hölder with α = 1).
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