Numerical Toolbox for Pricing





· Binomial, trinomial trees





· Finite Difference methods





· Monte Carlo





· Dynamic programming





·(Gaussian quadrature)








Our addition:





· Generalized Multinomial


	- intuitive and fast


	- multidimensional


	- analytical








Basic idea: 





Analytical form of transition probabilities is known for a diffusion,


see for ex Kushner (1990).    (Approximating Markov chain)





Our algorithm:





Transition function + Gaussian quadrature = Excellent numerics!





Why? For diffusions Feynman path integral is of Gaussian type


	(How fiber bundled can you get?)





Numerical examples:


· Basket options


· American put


· Stochastic Volatility


�
Theory





For diffusion PDE over time interval �EMBED Equation.DSMT4���





�EMBED Equation.DSMT4���





the solution can be represented as





	�EMBED Equation.DSMT4���


where G() is known as the Green function. 





In general, the analytical form of G() is not known (*). But for a


diffusion over a small time step e we have





�EMBED Equation.DSMT4���





· This is precisely the same thing as saying that a diffusion is uniquely 


determined by its local drift b(x,t)e and covariance matrix  �EMBED Equation.DSMT4���,


symbolically written as





		�EMBED Equation.DSMT4���





For constant coefficients G() is just the multivariate normal distribution.








· Transition function, Infinitesimal generator, “Action”, Hamiltonian.





(*) Feynman path integral gives quasi-analytical formula for G()


which sometimes can be solved analytically.


�
How to find “global” Green function?





Green function solves PDE for the “initial” boundary condition





	�EMBED Equation.DSMT4���





where d() is Dirac’s delta “function”.  This “European” problem 


can be solved analytically for constant coefficients.


				(Multivariate normal distribution)





Otherwise: For t<t’<t’’ the solution can be represented as





	�EMBED Equation.DSMT4���





· Solving the PDE for the (multi-step) Green function is 


   much smoother than the original option pricing problem.





· This generalizes “Forward induction”, using forward 


   or backward eq is not the key.





· Any numerical method can be used including finite differences,


   see Tavella (2000) and earlier (electrostatic potential).


�
Our Algorithm





No need to solve for multi-step transition probabilities, i e 


the “global” Green function. 





In order to solve the option pricing problem it is sufficient to 


use only one-step transition function formula:





		�EMBED Equation.DSMT4���





for a selection of points x and y, and time step e.





· Partition time and space: �EMBED Equation.DSMT4��� and �EMBED Equation.DSMT4���. 





· Repeat using backward induction for


		�EMBED Equation.DSMT4���


where the transition probabilities are defined as





	�EMBED Equation.DSMT4���





Compare standard binomial algorithm:


- one-step transition probabilities are p up/down 


- multi-step Green function is Bin(n,p) for �EMBED Equation.DSMT4���


�
Sampling 





Sampling needed for speed (although algorithm parallell by definition)





Our method: 	Gauss-Hermite quadrature





�EMBED Equation.DSMT4���





For the general multidimensional case make a change of variables 





	�EMBED Equation.DSMT4���





the transition probabilities can be written as just a multiplication of weights





	�EMBED Equation.DSMT4���	





Hermite polynomials is only one choice of basis


· Other orthogonal bases such as wavelets can be used








Abscissas for different Gaussian orders





M=15      3.66         2.96        2.32             1.71        1.13               0.56            0.0


M=25     3.69  3.18        2.70        2.23    1.77      1.32        0.88          0.44      0.0


M=35        3.45    3.05     2.65    2.26    1.88    1.50   1.12      0.74           0.37 0.0





M=198   3.41 3.24 3.08 2.92 2.76 2.60 2.45 2.29 2.13 1.97 1.81 1.65 1.50 1.34 		   1.18 1.02 0.86 0.70 0.55 0.39 0.23 0.08 -0.08





cp 3.40. 3.25 3.10 2.95 2.80 -- 2.60 2.45 2.30 2.10 1.95 1.80 1.65 1.50 1.35


	   1.20 1.05 ----0.85 0.70 0.55 0.40 0.25 0.10 -0.10





weights  1    4   12   30   75  176  393  833 1679 3216 5858 10143 16701 26151


	   38948 55175 74363 95346 116313 135005 149104 156696 156696 x10-7


�
Analytics in 2D: Basket options





From PDE identify covariance matrix A and drift vector b





	�EMBED Equation.DSMT4���and �EMBED Equation.DSMT4���





Subtracting the mean x + eb,  and changing variables





	�EMBED Equation.DSMT4���	and	�EMBED Equation.DSMT4���where �EMBED Equation.DSMT4���





the transition function is 





		�EMBED Equation.DSMT4���





and using the two squared terms as weights in the Gaussian 


Hermite quadrature we sum terms of form





		�EMBED Equation.DSMT4���





over indeces �EMBED Equation.DSMT4���and �EMBED Equation.DSMT4��� for each state i and point in time.





· In the case of constant coefficients and a European option


  our algorithm collapses to one standard Gaussian quadrature!





· When coefficents depend on state or time our algorithm 


  needs more time steps even for European option problem.


					Ex: Stochastic volatility
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