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Paper 4, Section 11
28K Principles of Statistics

Let ¢ : R — R be an unknown function, twice continuously differentiable with
lg"(x)] < M for all x € R. For some xy € R, we know the value g(z¢) and we wish
to estimate its derivative ¢'(zg). To do so, we have access to a pseudo-random number
generator that gives Uf,..., Uy ii.d. uniform over [0,1], and a machine that takes input
r1,...,2Nn € R and returns g(x;) + &;, where the ¢; are i.i.d. N/(0,02).

(a) Explain how this setup allows us to generate N independent X; = xg + hZ;,
where the Z; take value 1 or —1 with probability 1/2, for any h > 0.

(b) We denote by Y; the output g(X;) 4+ &;. Show that for some independent §; € R

2

h
Y; — g(z0) = hZ; ¢’ (z0) + —

5 g"(&) +ei.

(c) Using the intuition given by the least-squares estimator, justify the use of the
estimator gy given by

N
IN = — Z ZilYi - ga:o).

(d) Show that

h2M? o?
1 e
Show that for some choice hy of parameter h, this implies

Ellgn — ¢/ (z0)[*] <

Ellaw — ¢'(20)] < j—% .
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In the model {N(0,1,),6 € RP} of a Gaussian distribution in dimension p, with
unknown mean 6 and known identity covariance matrix I,, we estimate ¢ based on a
sample of i.i.d. observations X1,..., X, drawn from N (6o, I,).

(a) Define the Fisher information I1(6p), and compute it in this model.

(b) We recall that the observed Fisher information i, () is given by

. RS
in(0) =~ > Volog f(X;,0) Volog f(X;,0)" .
i=1

Find the limit of i,, = in(éMLE), where 0515 is the maximum likelihood estimator of 6
in this model.

(c) Define the Wald statistic Wy, (0) and compute it. Give the limiting distribution
of W,,(6p) and explain how it can be used to design a confidence interval for 6.

[You may use results from the course provided that you state them clearly.]

Paper 2, Section II
28K Principles of Statistics

We consider the model {N(6,I,),0 € RP} of a Gaussian distribution in dimension
p = 3, with unknown mean ¢ and known identity covariance matrix I,,. We estimate 0
based on one observation X ~ N (6, I,), under the loss function

0(0,6) =116 — 313 -

(a) Define the risk of an estimator 0. Compute the maximum likelihood estimator
OrrE of O and its risk for any 0 € RP.

(b) Define what an admissible estimator is. Is 0011 admissible?

(c) For any ¢ > 0, let 7.(6) be the prior N'(0,c*I,). Find a Bayes optimal estimator
0. under this prior with the quadratic loss, and compute its Bayes risk.

(d) Show that 7 is minimax.

[You may use results from the course provided that you state them clearly.]
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A scientist wishes to estimate the proportion § € (0,1) of presence of a gene in
a population of flies of size n. Every fly receives a chromosome from each of its two
parents, each carrying the gene A with probability (1 — 6) or the gene B with probability
0, independently. The scientist can observe if each fly has two copies of the gene A (denoted
by AA), two copies of the gene B (denoted by BB) or one of each (denoted by AB). We
let naa,nBB, and napg denote the number of each observation among the n flies.

(a) Give the probability of each observation as a function of 6, denoted by f(X,#6),
for all three values X = AA, BB, or AB.

(b) For a vector w = (waa, wBB, wWAB), we let 0,, denote the estimator defined by
A NAA NBB NAB
0w = WAA—— + WBB—— + WAB— .
n n n
Find the unique vector w* such that éw* is unbiased. Show that éw* is a consistent

estimator of 6.

R (¢) Compute the maximum likelihood ‘estimator of 6 in this model, denoted by
Orpr. Find the limiting distribution of /n(0yp — 0). [You may use results from the
course, provided that you state them clearly.]
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