
THE STOCHASTIC RANDOM-CLUSTER PROCESS,

AND THE UNIQUENESS

OF RANDOM-CLUSTER MEASURES

Geoffrey GrimmettAbstrat. The random-cluster model is a generalisation of percolation and ferro-

magnetic Potts models, due to Fortuin and Kasteleyn (see [29]). Not only is the

random-cluster model a worthwhile topic for study in its own right, but also it pro-
vides much information about phase transitions in the associated physical models.

This paper serves two functions. First, we introduce and survey random-cluster
measures from the probabilist’s point of view, giving clear statements of some of

the many open problems. Secondly, we present new results for such measures, as

follows. We discuss the relationship between weak limits of random-cluster measures
and measures satisfying a suitable DLR condition. Using an argument based on the

convexity of pressure, we prove the uniqueness of random-cluster measures for all

but (at most) countably many values of the parameter p. Related results concerning
phase transition in two or more dimensions are included, together with various stim-

ulating conjectures. The uniqueness of the infinite cluster is employed in an intrinsic
way, in part of these arguments. In the second part of this paper is constructed a

Markov process whose level-sets are reversible Markov processes with random-cluster

measures as unique equilibrium measures. This construction enables a coupling of
random-cluster measures for all values of p. Furthermore it leads to a proof of the

semicontinuity of the percolation probability, and provides a heuristic probabilistic

justification for the widely held belief that there is a first-order phase transition if
and only if the cluster-weighting factor q is sufficiently large.

1. Introduction

The Ising model [39] is well known to probabilists as a model for ferromagnetism;
it exhibits a phase transition and provides a host of beautiful problems for the
mathematician and the physicist. Whereas the Ising model allows only two possible
spins at each site, the Ashkin–Teller and Potts models permit a general number of
spin values ([4, 57]). In the late 1960s, Kasteleyn observed that electrical networks,
percolation processes, and Ising/Potts models have certain features in common,
namely versions of the series and parallel laws. In joint work with Fortuin, he
formulated a class of measures which includes the percolation, Ising, and Potts
measures. This class is simple to describe and has rich structure; it is the class
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of random-cluster measures, sometimes known as Fortuin–Kasteleyn measures; see
[19, 20, 21, 22, 29, 40] for the early work on this topic.

The random-cluster model is a process on the edges of a graph rather than on
its vertices. Through studying its properties, we obtain information about phase
transitions in physical systems. The model incorporates a unifying description of
certain physical processes, and provides a natural setting for various techniques
of value. Indeed it is now recognised as a standard tool in studying Ising/Potts
systems ([1, 7, 10, 18, 23, 28, 44, 56, 59, 60]).

Whereas a Potts model has a strength J of interaction and a number q of states,
the corresponding random-cluster model has an edge parameter p = 1− e−J and a
‘cluster weighting factor’ q; we shall assume that 0 ≤ p ≤ 1 (so that J ≥ 0) and q
is a real number satisfying 0 < q < ∞. The relationship between random-cluster
models and their physical counterparts is well documented elsewhere, and we shall
not repeat this material here; see [18, 30]. It has proved valuable to study the
random-cluster model in its own right (see, for example, [1, 7, 10, 18, 23, 28, 30,
52, 56, 59]). Quite apart from its relevance to statistical physics, the model is of
considerable intrinsic interest and has many beautiful mathematical questions of
stochastic geometry associated with it.

This paper begins with an introduction to the random-cluster model, and a brief
description of the main techniques of value. The purpose of this is to prepare the
reader with a background in modern probability, and to tempt that reader to try to
solve some of the beautiful open problems associated with the model. In addition
this paper contains new results, as summarised later in this introduction.

We define a random-cluster measure on a finite graph G = (V,E) as follows. Let
0 ≤ p ≤ 1 and q > 0. The relevant sample space is the finite set ΩE = {0, 1}E,
containing configurations that allocate 0’s and 1’s to the edges of G. For ω ∈ ΩE ,
we call an edge e open if ω(e) = 1, and closed otherwise. The random-cluster
measure on G, having parameters p and q, is the probability measure φG,p,q on ΩE
given by

(1.1) φG,p,q(ω) =
1

ZG,p,q

{

∏

e∈E

pω(e)(1 − p)1−ω(e)

}

qk(ω), ω ∈ ΩE ,

where k(ω) is the number of open components of ω (i.e., the number of components
of the graph (V, η(ω)), where η(ω) is the set of open edges under ω), and

(1.2) ZG,p,q =
∑

ω∈ΩE

{

∏

e∈E

pω(e)(1 − p)1−ω(e)

}

qk(ω)

is the normalising factor (or ‘partition function’). Note that φG,p,q differs from
product measure (i.e., percolation [26] or ‘random graphs’ [12]) only in the presence
of the term qk(ω).

The reader is referred to [29, 30] for some historical remarks and basic references
pertaining to such measures. We note that percolation corresponds to the case
q = 1, the Ising model to the case q = 2, and Potts models to the cases q = 2, 3, . . . .

In defining a random-cluster measure on an infinite latticeL, we may follow either
of two routes. The first is to takeG to be a finite box in L, and to pass to the infinite-
volume limit (with suitable boundary conditions). The second is to follow the
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Dobrushin–Lanford–Ruelle formalism, and to study measures which, conditional
on the states of edges outside a finite subgraph G of L, have the form (1.1) with
appropriate boundary conditions. There are some difficulties in comparing these
two approaches, which are explored in some detail in Section 3. When q ≥ 1,
we conjecture that there is a unique random-cluster measure φp,q (following either
route) except at the critical point of a first-order phase transition (see below).

Assume for the moment that q ≥ 1. An infinite-volume random-cluster measure
φp,q has a phase transition. More specifically, the probability θ(p, q) = φp,q(0 ↔ ∞),
that the origin lies in an infinite open path, satisfies

(1.3) θ(p, q)

{

= 0 if p < pc(q),

> 0 if p > pc(q),

for some critical value pc(q) (∈ (0, 1)) that depends on the lattice. It is hopeless
to expect an exact calculation of pc(q) for a general lattice, but there are certain
tempting conjectures for some two-dimensional lattices. For example, for the square
lattice it is believed that

(1.4) pc(q) =

√
q

1 +
√
q
, if q ≥ 1;

this conjecture is based on the self-duality of the square lattice (see Section 5).
This exact calculation is known to be valid for the cases q = 1, q = 2, and for large
values of q ([41, 54, 43, 45]).

One of the principal features of random-cluster measures is the discontinuity of
the phase transition for large q. It is believed that, for any lattice L in at least two
dimensions, there exists Q = Q(L) such that the ‘order parameter’ θ(p, q) (defined
with an appropriate boundary condition) is continuous at p = pc(q) if q < Q, and
is discontinuous if q > Q. This amounts to the conjecture that

(1.5) θ1(pc(q), q)

{

= 0 if q < Q,

> 0 if q > Q,

where θ1(p, q) = φ1
p,q(0 ↔ ∞) and φ1

p,q is the maximal random-cluster measure
(with the usual stochastic ordering of measures). Furthermore one expects that

(1.6) Q(Ld) =

{

4 if d = 2,

2 if d ≥ 6,

where L
d denotes the d-dimensional hypercubic lattice. For any lattice in two or

more dimensions, it is known that θ(·, q) is discontinuous at the critical point so
long as q is sufficiently large; see [44]. This is in contrast to the state of knowledge
for small q. In particular it is widely believed but currently unproven that, in the
case q = 1,

(1.7) θ(pc(1), 1) = 0 for all lattices,

and this is one of the main open problems of percolation theory (see [5, 6, 26, 32,
34]). We call a phase transition first-order if θ(·, q) is discontinuous at the critical
point, and second-order otherwise.
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There are numerous other open questions for random-cluster measures, such as
the exponential decay of the pair connectivity function throughout the subcritical
phase (i.e., when p < pc(q)), and so on. Many partial results are known, but few
complete theorems.

Having given a taste of the open problems for these measures, we move on to
summarise the material presented in detail in this paper. Throughout the article
we shall encounter references and discussion related to the above issues.

There are two main mathematical targets, and a number of lesser results. The
first three principal sections (3–5) are devoted to a study of ‘random-cluster mea-
sures’ in their generality. Here we study the relationship between weak limits of
such measures on finite boxes, and the associated measures on the infinite lattice
which satisfy a type of Dobrushin–Lanford–Ruelle (DLR) condition. We prove a
partial uniqueness theorem for random-cluster measures, and make certain conjec-
tures about uniqueness and translation-invariance.

The second main target of this paper is to construct Markov processes on the
infinite lattice having invariant measures which are random-cluster measures. Such
constructions have been obtained for a host of interacting particle systems (see [48]
for example). In the present instance, the usual general theory from interacting
particle systems cannot be applied, since the natural ‘speed functions’ are not
continuous in the product topology; we adopt here an alternative strategy based
on FKG orderings of measures. We pursue this strategy at a level of generality
sufficient to produce also a level-set representation of random-cluster measures for
different values of p (the second parameter q is fixed and assumed to satisfy q ≥ 1).
Such couplings of processes for different values of p have applications for percolation
and the Ising model also (see [9, 26, 35]).

We terminate this introduction with an outline of the contents of the remain-
der of the paper. In Section 2 we introduce some necessary notation, and sketch
the main techniques, namely the FKG inequality and the comparison inequalities.
Section 3 contains two definitions. The first of these is a definition of a random-
cluster measure as a probability measure satisfying a certain DLR condition via
an appropriate ‘specification’ (see [24]). The second definition is of weak limits of
such measures defined on finite boxes. It is proved that all translation-invariant
weak limits are indeed random-cluster measures, and that a certain pair of weak
limits, φ0

p,q and φ1
p,q , are extremal when q ≥ 1. The theorem of Burton and Keane

[14] concerning uniqueness of infinite clusters is employed here, and this uniqueness
takes the role played by ‘quasilocality’ for Gibbs states (see [24]).

In Section 4, we adapt an argument first used by Lebowitz and Martin-Löf [47]
in order to prove that there is a unique random-cluster measure for almost every
value of p, so long as q ≥ 1. Further results are available for the special case of two
dimensions, and some progress is achieved in the ‘non-FKG’ regime when 0 < q < 1.

Phase transition is the theme of Section 5. In particular, the semicontinuity of
certain percolation probabilities is noted, as are further partial results concerning
the uniqueness of random-cluster measures. It is noted that the critical point
pc = pc(q) is a Lipschitz-continuous and strictly increasing function of q on [1,∞).

Time-evolutions and couplings are the subjects of Sections 6 and 7. The appro-
priate graphical representation is established in Section 6, together with an account
of the Markov processes on finite boxes whose level sets form stochastic random-
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cluster processes with different values of p. Certain monotonicities are established
which enable the thermodynamic limit to be taken (in Section 7) at the level of
processes, thereby yielding Markov processes on the infinite lattice with appropri-
ate level-set properties. It is interesting that two different Markov semigroups turn
out to be relevant for the evolution in time of random-cluster processes. As a con-
sequence of this work, we obtain a heuristic explanation suitable for probabilists
of the widely held belief that ‘first-order phase transition occurs if and only if q is
sufficiently large’. Certainly it is known that the percolation probability is discon-
tinuous at the critical point if q is large ([43, 44, 45]), but it is an open problem
to prove the existence of a critical value of q marking the onset of this discontinu-
ity. The Markov processes of Section 7 have a structure which hints strongly at
this belief, in that atoms in the marginals of the unique equilibrium measure of a
certain process appear to increase as q increases. Of course, this phenomenon of
discontinuity is fully understood for the mean-field random-cluster measures ([13]).

Other general accounts of the area have been published. Much of the basic
methodology appeared first in the papers of Fortuin and Kasteleyn listed above.
In addition, Aizenman et al. [1] have provided a useful modern account of some of
this material; see also [29, 30].

2. Fundamental techniques, and notation

One of the most valuable properties of random-cluster measures φG,p,q, defined in
(1.1), is the FKG inequality, which is valid if and only if q ≥ 1. There appears to
have been no serious study of the case 0 < q < 1, presumably because the FKG
inequality does not hold in this regime; we include certain results about this case
in Section 4, particularly in Theorem 4.5. Before stating the FKG inequality, we
require some notation in addition to that given around (1.1).

There is a partial order on ΩE given by: ω ≤ ω′ if and only if ω(e) ≤ ω′(e) for all
e ∈ E. A function f : ΩE → R is called increasing if f(ω) ≤ f(ω′) whenever ω ≤ ω′,
and is called decreasing if −f is increasing. An event A (⊆ ΩE) is called increasing
(resp. decreasing) if its indicator function 1A is increasing (resp. decreasing).

If ν is a probability measure and g is a random variable, we denote by ν(g) the
expectation of g under ν. Further notation will be introduced as necessary.

Theorem 2.1 (FKG inequality). Suppose that q ≥ 1. If f and g are increasing
functions on ΩE , then

(2.1) φG,p,q(fg) ≥ φG,p,q(f)φG,p,q(g).

Replacing f and g by −f and −g, we deduce that (2.1) holds for decreasing f
and g. Specialising to indicator functions, we obtain that

(2.2) φG,p,q(A ∩B) ≥ φG,p,q(A)φG,p,q(B) for increasing events A,B,

whenever q ≥ 1. It is easy to see, by example, that the FKG inequality is not
generally valid when 0 < q < 1.

A second valuable property of random-cluster measures is the pair of ‘comparison
inequalities’, as follows. Given two probability mass functions µ1 and µ2 on ΩE ,
we say that µ2 dominates µ1, and write µ1 ≤ µ2, if

(2.3) µ1(f) ≤ µ2(f) for all increasing functions f : ΩE → R.
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Certain domination inequalities may be established, involving the measures φG,p,q
for different values of the parameters p and q.

Theorem 2.2 (Comparison inequalities). We have that

φG,p′,q′ ≤ φG,p,q if q′ ≥ q, q′ ≥ 1, p′ ≤ p,(2.4)

φG,p′,q′ ≥ φG,p,q if q′ ≥ q, q′ ≥ 1,
p′

q′(1 − p′)
≥ p

q(1 − p)
.(2.5)

For proofs of the above inequalities, see [1, 30]. Comparison inequality (2.4) may
be improved somewhat, using a technique developed in [2, 10, 51] to prove the strict
inequality of critical points. More precisely, there exists a function γ such that

(2.6) φG,p′,q′ ≤ φG,p,q if q′ ≥ q ≥ 1 and p′ ≤ p+ γ(p, q, q′);

moreover γ(p, q, q′) > 0 if q′ > q ≥ 1 and 0 < p < 1. The function γ depends on G
only through the maximum degree of its vertices. Inequality (2.6) is proved in [31],
and applied there to obtain the forthcoming Theorem 5.1(c).

There is one further general property of random-cluster measures, namely the
effect of conditioning on the absence or presence of some given edge. For e ∈ E, we
denote by G\e (resp. G.e) the graph obtained from G by deleting (resp. contracting)
e. We write Ω′

E = {0, 1}E\{e}; for ω ∈ ΩE we define ω′ ∈ Ω′
E by ω′(f) = ω(f)

for f 6= e. Recall that the event {e is open} is the set of configurations ω with
ω(e) = 1, and similarly for the event {e is closed}; we write Je = {e is open} and
Jc
e for the complement of Je.

Theorem 2.3. We have that

φG,p,q
(

ω
∣

∣ Jc
e

)

= φG\e,p,q(ω
′), for ω /∈ Je,(2.7)

φG,p,q
(

ω
∣

∣Je
)

= φG.e,p,q(ω
′), for ω ∈ Je.(2.8)

That is to say, the effect of conditioning on the absence or presence of an edge
e is to replace the measure φG,p,q by the random-cluster measure on the respective
graph G \ e or G.e. The proof is elementary and is omitted.

We turn now to the notation of this paper. The results which follow are valid
for general lattices, but for the sake of definiteness we shall consider only the d-
dimensional hypercubic lattice L having vertex set Z

d and edge set E containing all
pairs of vertices which are euclidean distance 1 apart; we assume throughout that
d ≥ 2. We shall write x = (x1, x2, . . . , xd) for x ∈ Z

d, and denote by 〈x, y〉 an edge
joining vertices x and y. A path of L is an alternating sequence x0, e0, x1, e1, . . . of
distinct vertices xi and edges ej such that ej = 〈xj , xj+1〉 for each j. If this path
terminates at some xn then it is said to join x0 to xn and to have length n; if a
path has infinitely many vertices then it is said to connect x0 to ∞.

The basic configuration space is Ω = {0, 1}E endowed with the σ-field F gener-
ated by the finite-dimensional cylinders of Ω. In Sections 6 and 7 we shall study
Markov processes on the larger state space X = [0, 1]E, and particularly the level
sets of such processes under the projection mappings πp, πp : X → Ω given by

πpα(e) =

{

1 if 1 − p ≤ α(e),

0 if 1 − p > α(e),
πpη(e) =

{

1 if 1 − p < η(e),

0 if 1 − p ≥ η(e),
e ∈ E,
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where α ∈ X . The complement of an event A will be denoted by Ac.

A configuration ω (∈ Ω) is an assignment of 0 or 1 to each edge e (∈ E), and
may be put into one–one correspondence with the set

η(ω) = {e ∈ E : ω(e) = 1}

of ‘open’ edges in ω. The ‘open paths’ of a configuration ω are those paths of L all
of whose edges are open. If A and B are sets of vertices, we write {A↔ B} for the
event that there exists an open path joining some vertex of A to some vertex of B.
Similarly we write {A↔ ∞} for the event that some vertex of A is the endpoint of

an infinite open path. For any set S of edges (or vertices), we write {A S↔ B} for
the event that there exists an open path joining some vertex of A to some vertex
of B and using only edges (or vertices) lying in S. The complements of such events
are denoted using the symbol =.

For any subset E of E, we write FE for the σ-field of subsets of Ω generated by
the finite-dimensional cylinders of E, so that F = FE. A box Λ is a subset of Z

d of
the form

Λ =

d
∏

i=1

[xi, yi]

for some x, y ∈ Z
d, and where [xi, yi] is interpreted as [xi, yi] ∩ Z. The box Λ

generates a subgraph of L with vertex set Λ and edge set EΛ containing all edges
〈u, v〉 with u, v ∈ Λ. We write TΛ = FE\EΛ

, the ‘external’ σ-field of Λ, and

T =
⋂

Λ

TΛ

for the tail σ-field. The boundary ∂V of a set V of vertices is the set of all vertices
x (∈ V ) which are adjacent to some vertex of L not in V . The complement of V
is denoted by V c.

3. Random-cluster measures

As in the case of Gibbs states, there are two candidates for the definition of a
random-cluster measure on the infinite lattice L; the first is in terms of a ‘specifi-
cation’, and the second is as a weak limit of measures defined on finite regions.

For ξ ∈ Ω (= {0, 1}E) and a box Λ, we write ΩξΛ for the (finite) subset of Ω
containing all configurations ω satisfying ω(e) = ξ(e) for e /∈ EΛ. For ξ ∈ Ω and

values of p, q satisfying 0 ≤ p ≤ 1, q > 0, we define φξΛ,p,q to be the random-

cluster measure on the finite graph (Λ,EΛ) ‘with boundary condition ξ’; this is the

equivalent of a ‘specification’ for Gibbs states. More precisely, let φξΛ,p,q be the

probability measure on (Ω,F) satisfying

(3.1) φξΛ,p,q(ω) =
1

ZξΛ,p,q

{

∏

e∈EΛ

pω(e)(1 − p)1−ω(e)

}

qk(ω,Λ) for ω ∈ ΩξΛ,
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where k(ω,Λ) is the number of components of the graph (Zd, η(ω)) which intersect

Λ, and where ZξΛ,p,q is the appropriate normalising constant

(3.2) ZξΛ,p,q =
∑

ω∈Ωξ
Λ

{

∏

e∈EΛ

pω(e)(1 − p)1−ω(e)

}

qk(ω,Λ).

Note that φξΛ,p,q(Ω
ξ
Λ) = 1. There follows the definition of a random-cluster measure,

based upon the usual Dobrushin–Lanford–Ruelle (DLR) definition of a Gibbs state
([16, 46]). After this is the definition of a weak limit.

Definition 3.1. A probability measure φ on (Ω,F) is called a random-cluster
measure with parameters p and q if

(3.3) φ(A | TΛ) = φ·Λ,p,q(A) φ-a.s., for all A ∈ F and boxes Λ.

The set of such measures is denoted by Rp,q.

Definition 3.2. A probability measure φ on (Ω,F) is called a limit random-cluster
measure with parameters p and q if there exists ξ ∈ Ω and an increasing sequence
(Λn : n ≥ 1) of boxes, satisfying Λn → Z

d as n→ ∞, such that

(3.4) φξΛn,p,q
⇒ φ as n→ ∞

where ‘⇒’ denotes weak convergence. The set of all such measures is denoted by
Wp,q, and the closed convex hull of Wp,q by coWp,q.

No extra generality is obtained by allowing a sequence (ξn) of configurations in
such a way that

φξn

Λn,p,q
⇒ φ

in place of (3.4) in the latter definition. This is so since, for any ξ (∈ Ω) and any
box Λ, there exists a configuration ψ (∈ Ω) and a box ∆ containing Λ such that

φξΛ,p,q and φψ
′

Λ,p,q induce the same measure on Λ, for all configurations ψ′ which

agree with ψ on E∆. It follows that, if φξn

Λn,p,q
⇒ φ, then there exists ξ (∈ Ω) and

a subsequence (Λnk
: k ≥ 1) of (Λn : n ≥ 1) such that φξΛnk

,p,q ⇒ φ as k → ∞.

We note that Wp,q 6= ∅ for all 0 ≤ p ≤ 1, q > 0, by the usual compactness
argument.

It is well known that limit random-cluster measures for integral q (≥ 2) may
be constructed from Gibbs measures with Potts interactions (having q spin-values
available at each vertex), but it is important to note that Definition 3.2 does not
cover every such possibility. For example, consider the Ising measure on the box Λ,
with plus boundary conditions on the upper half U and minus boundary conditions
on the lower half L. The corresponding random-cluster measure on Λ is the measure
φ1

Λ,p,q (where p = 1 − e−βJ ), having boundary condition ξ ≡ 1, conditioned on the
event that there is no open path from U to L. This last event may be thought
of as ‘negative information’, and such events play no part in Definition 3.2. Thus
Definition 3.2 excludes certain possibilities which are relevant to, for example, the
construction of non-translation-invariant Gibbs states (see [1, 8, 17, 23, 52] for
related work).

We write 0 (resp. 1) for the configuration in Ω which takes the value 0 (resp. 1)
on every edge.
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Theorem 3.1. Suppose 0 ≤ p ≤ 1 and q ≥ 1.
(a) The weak limits

(3.5) φbp,q = lim
Λ→Zd

φbΛ,p,q, for b = 0, 1,

exist and are translation-invariant.
(b) We have that φ0

p,q, φ
1
p,q ∈ Rp,q, and furthermore

(3.6) φ0
p,q ≤ φ ≤ φ1

p,q for all φ ∈ Rp,q ∪Wp,q.

(c) The probability measures φ0
p,q and φ1

p,q are ergodic.

We interpret the limit in (3.5) as being along any increasing sequence of boxes
Λ with limit Z

d. The stochastic inequalities of (3.6) are to be interpreted in the
usual way; see (2.3). Part (a) of this theorem is well known (see [1, 30]).

Theorem 3.1 implies that Rp,q is non-empty when q ≥ 1, and also the important
and useful fact that

(3.7) |Rp,q| = |Wp,q| = 1 if and only if φ0
p,q = φ1

p,q.

Later we shall state conditions under which φ0
p,q = φ1

p,q, thereby obtaining sufficient
conditions for the uniqueness of random-cluster measures. Further properties of
Rp,q and Wp,q are as follows.

Theorem 3.2. Suppose that 0 ≤ p ≤ 1 and q > 0.
(a) Rp,q is non-empty and convex, and contains at least one translation-invariant

probability measure.
(b) All extremal members of Rp,q are trivial on the tail σ-field T and lie in Wp,q.
(c) All translation-invariant members of Wp,q lie in Rp,q.
(d) If q ≥ 1, then φ0

p,q and φ1
p,q are extremal elements of Rp,q.

In proving Theorems 3.1(b, c) and 3.2 we shall make use of the following result
concerning the uniqueness of the infinite cluster. For ω ∈ Ω, let I = I(ω) be the
number of infinite components of the graph (Zd, η(ω)), and let Je be the event
{ω(e) = 1}.
Theorem 3.3. Let φ ∈ coWp,q, where 0 ≤ p ≤ 1 and q > 0.
(a) If 0 < p < 1, then φ has the ‘finite-energy property’, which is to say that

(3.8) 0 < φ
(

Je
∣

∣FE\{e}

)

< 1 φ-a.s., for all e ∈ E.

(b) If φ is translation-invariant, then φ(I ∈ {0, 1}) = 1.
(c) If φ is ergodic, then

(3.9) either φ(I = 0) = 1 or φ(I = 1) = 1.

Theorem 3.3(a, b) will be used directly in the proof that translation-invariant
weak limits are indeed random-cluster measures (part (c) of Theorem 3.2). In
the present context, the uniqueness of the infinite cluster takes the role played by
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‘quasilocality’ for Gibbs states (see [24]); however, we note that this uniqueness
is a property of measures, whereas quasilocality is a property of specifications.
Our proof of Theorem 3.2 constitutes an essential application of the Burton–Keane
uniqueness theorem ([14]), and leads to hitherto unknown conclusions (cf. [50]).

We begin the proofs with that of Theorem 3.3.

Proof of Theorem 3.3. Parts (b) and (c) are obvious if p = 0, 1, and so we assume
that 0 < p < 1. It is a consequence of the Burton–Keane theorem [14] that (a)
implies (b) and (c), and so we need only prove part (a). For related literature on
the finite-energy property, see [14, 23, 53].

The basic fact we shall use is the following. Let φG be the random-cluster
measure with parameters p and q on a finite graph G = (V,E); see (1.1). Then, for
any edge e and configuration ζ,

(3.10) φG
(

Je
∣

∣ω(f) = ζ(f) for f 6= e
)

=

{

p if ζ /∈ D
p

p+ (1 − p)q
if ζ ∈ D,

where D is the event that there exists no open path of E \{e} joining the endpoints
of e. This fact is easily checked by reference to the definition (1.1) of random-cluster
measures (see also [1, 30]). Define the constants α, β by

α = min

{

p,
p

p+ (1 − p)q

}

, β = max

{

p,
p

p+ (1 − p)q

}

so that 0 < α ≤ β < 1.
Suppose first that φ ∈ Wp,q . As in (3.4), let ξ (∈ Ω) and (Λn : n ≥ 1) be such

that

(3.11) φ = lim
n→∞

φξΛn,p,q
.

For any finite set F of edges of L, and any ζ ∈ Ω, we write [ζ]F for the cylinder
event {ω ∈ Ω : ω(f) = ζ(f) for f ∈ F}. By the martingale convergence theorem
(or otherwise),

(3.12) φ
(

Je
∣

∣ [ζ]E\{e}
)

= lim
Λ→Zd

φ
(

Je
∣

∣ [ζ]EΛ\{e}

)

for φ-a.e. ζ.

Also, by (3.11), if e ∈ EΛ,

(3.13) φ
(

Je
∣

∣ [ζ]EΛ\{e}

)

= lim
n→∞

φξΛn,p,q

(

Je
∣

∣ [ζ]EΛ\{e}

)

.

We have from (3.10) and Theorem 2.3 that

(3.14) α ≤ φξΛn,p,q

(

Je
∣

∣ [ζ]EΛ\{e}

)

≤ β for all large n

and therefore
α ≤ φ

(

Je | [ζ]E\{e}
)

≤ β for φ-a.e. ζ
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by (3.12). Therefore φ satisfies (3.8).
Assume next that

φ =
m
∑

i=1

γiφi,

for positive reals γi having sum 1, and measures φi ∈ Wp,q. The measures φi satisfy
(3.13) and (3.14) (for suitable ξ = ξi and Λn = Λn,i), whence

(3.15) φ
(

Je
∣

∣ [ζ]EΛ\{e}

)

=

∑

i γiφi
(

Je ∩ [ζ]EΛ\{e}

)

∑

i γiφi
(

[ζ]EΛ\{e}

) ∈ [α, β].

Take the limit as Λ → Z
d to obtain (3.8).

Finally, suppose that φ = limn→∞ φn for measures φn lying in the convex hull
of Wp,q . Then

φ
(

Je
∣

∣ [ζ]EΛ\{e}

)

= lim
n→∞

φn
(

Je
∣

∣ [ζ]EΛ\{e}

)

,

which lies in the interval [α, β], by (3.15). Pass to the limit as Λ → Z
d to obtain

(3.8) as before. �

Proof of Theorem 3.1. We may assume that 0 < p < 1 since the result is elementary
otherwise.
(a) This is well known, but we include a sketch proof for the sake of completeness.
Let Λ and ∆ be two boxes satisfying Λ ⊆ ∆, and let A be the event that all
edges in E∆\EΛ have state 0. Now φ0

Λ,p,q may be thought of as the measure φ0
∆,p,q

conditioned on the event A (by repeated application of Theorem 2.3). Since A is a
decreasing event, we have by the FKG inequality (see Theorem 2.1) that

(3.16) φ0
Λ,p,q(B) = φ0

∆,p,q(B | A) ≤ φ0
∆,p,q(B)

for any increasing event B defined in terms of the edges in EΛ. It follows that the
limit

φ0
p,q(B) = lim

Λ→Zd
φ0

Λ,p,q(B)

exists for all increasing finite-dimensional cylinder events B. The collection of all
such events B generates F , whence φ0

p,q exists.

To see that φ0
p,q is translation-invariant, one argues as follows. Let B be an

increasing event lying in FF for some finite subset F of E. Let τ be a translation
of the lattice L, and extend τ to be a shift τ : Ω → Ω by τω(e) = ω(τe) for e ∈ E.
For any box Λ containing all endpoints of all edges in F , we have by the FKG
inequality as in (3.16) that

φ0
p,q(B) ≥ φ0

Λ,p,q(B) = φ0
τΛ,p,q(τB) → φ0

p,q(τB) as Λ → Z
d.

Applying the same argument with τ replaced by τ−1, we find that φ0
p,q(B) =

φ0
p,q(τB).

Similar arguments are valid for φ1
p,q.

(b) Let Λ be a finite box, and let A be a cylinder event defined in terms of the
states of edges in EΛ. We use a subsidiary lemma which will be of value later also.
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Lemma 3.4. Let 0 < p < 1, q > 0, and let φ be a translation-invariant member
of coWp,q. The random variable g(ω) = φωΛ,p,q(A) is φ-a.s. continuous, using the
product topology on its domain Ω.

Before proving this, we use it to establish that φbp,q ∈ Rp,q for b = 0, 1, as
asserted in the theorem. Let b ∈ {0, 1}, and let ∆ be a box containing Λ. By the
conditional-expectation property of random-cluster measures (Theorem 2.3),

(3.17) φ·Λ,p,q(A) = φb∆,p,q(A | TΛ) φb∆,p,q-a.s.

Let B be a cylinder event in TΛ. By part (a), and Lemma 3.4 applied to φbp,q, the

function 1B(ω)φωΛ,p,q(A) is φbp,q-a.s. continuous (1B is the indicator function of B),
whence

φbp,q
(

1B(·)φ·Λ,p,q(A)
)

= lim
∆→Zd

φb∆,p,q
(

1B(·)φ·Λ,p,q(A)
)

= lim
∆→Zd

φb∆,p,q
(

1B(·)φb∆,p,q(A | TΛ)
)

by (3.17)

= lim
∆→Zd

φb∆,p,q(A ∩B) = φbp,q(A ∩B).

Since TΛ is generated by the collection of all such B, we deduce that

(3.18) φ·Λ,p,q(A) = φbp,q(A | TΛ) φbp,q-a.s.,

whence φbp,q ∈ Rp,q as required.
Turning to inequality (3.6), we note that, by thoughtful application of the FKG

inequality,
φ0

Λ,p,q(A) ≤ φωΛ,p,q(A) ≤ φ1
Λ,p,q(A) for all ω ∈ Ω,

and for all increasing A defined in terms of the states of EΛ. Using (3.4), this
implies (3.6) for φ ∈ Wp,q. For φ ∈ Rp,q, use (3.3), take expectations, and let
Λ → Z

d.
We complete the proof of part (b) by proving Lemma 3.4. Let φ be a translation-

invariant member of coWp,q, and note from Theorem 3.3 that the number I of
infinite clusters satisfies

(3.19) φ
(

I ∈ {0, 1}
)

= 1.

Define the ‘discontinuity set’ D of the random variable g(ω) = φωΛ,p,q(A) by

D =
⋂

∆

{

ω : sup
ζ:ζ=ω on ∆

|g(ζ) − g(ω)| > 0

}

where the intersection is over all boxes ∆ containing Λ, and we write ‘ζ = ω on ∆’
if ζ(e) = ω(e) for all e ∈ E∆. For any such ζ, the difference |g(ζ) − g(ω)| can be
non-zero only if there exist two points u, v ∈ ∂Λ such that both u and v are joined to
∂∆ by paths using open edges of ω lying in E∆\EΛ, but that u is not joined to v by
such a path (note that, if this event occurs for no such u, v, then k(ω′,Λ) = k(ω,Λ)
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for all ω′ which agree with ω on E∆, so that g(ζ) = g(ω)). Denoting the last event
by DΛ,∆, we have that

D ⊆
⋂

∆

DΛ,∆.

Therefore

φ(D) ≤ φ

(

⋂

∆

DΛ,∆

)

.

However,

⋂

∆

DΛ,∆ ⊆
{

Λc contains two or more infinite open clusters
}

,

an event with zero probability by (3.19). This completes the proof of the lemma,
since D contains all configurations ω at which g is discontinuous.

(c) Inequality (3.6) implies that φ0
p,q and φ1

p,q are extremal random-cluster measures
in the sense that, for b = 0, 1, there exists no α ∈ (0, 1) such that

φbp,q = αφ′ + (1 − α)φ′′

for some distinct φ′, φ′′ ∈ Rp,q. It follows by [24, Thm. 7.7 and Remark 7.13] that
φbp,q is trivial on the tail σ-field T and hence ergodic, for b = 0, 1. �

Proof of Theorem 3.2. (a) The convexity of Rp,q follows from Definition 3.1 as for
Gibbs states. That Rp,q 6= ∅ follows from Theorem 3.1(b) when q ≥ 1, but a
different argument is needed when q < 1. Assume q < 1, and note that Wp,q 6= ∅,
by compactness. Let φ ∈ Wp,q , and let

ψm =
1

|∆m|
∑

x∈∆m

τx ◦ φ

where ∆m = [−m,m]d, and τx ◦ φ is the probability measure on (Ω,F) given by
τx ◦ φ(A) = φ(τxA) for the shift τx(y) = x+ y of the lattice. Clearly τx ◦ φ ∈ Wp,q

for all x, whence ψm belongs to the convex hull of Wp,q. Let ψ be a limit point of
the family {ψm : m ≥ 1} of measures. Certainly ψ is translation-invariant and lies
in coWp,q, whence we may apply Lemma 3.4 to ψ.

We claim that ψ ∈ Rp,q, and shall prove this in the same general way as we
proved (3.18). Pick ξ ∈ Ω and a sequence Λn of boxes such that (3.11) holds. Let
Λ be a box, let B be a cylinder event in TΛ, and let A be an event defined in terms
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of the edges in EΛ. Then, using Lemma 3.4 for the first step,

ψ
(

1B(·)φ·Λ,p,q(A)
)

= lim
m→∞

ψm
(

1B(·)φ·Λ,p,q(A)
)

= lim
m→∞

1

|∆m|
∑

x∈∆m

τx ◦ φ
(

1B(·)φ·Λ,p,q(A)
)

= lim
m→∞

lim
n→∞

1

|∆m|
∑

x∈∆m

τx ◦ φξΛn,p,q

(

1B(·)φ·Λ,p,q(A)
)

= lim
m→∞

lim
n→∞

1

|∆m|
∑

x∈∆m

τx ◦ φξΛn,p,q
(A ∩B)

= lim
m→∞

1

|∆m|
∑

x∈∆m

τx ◦ φ(A ∩B)

= ψ(A ∩B),

whence (3.18) holds as before with φbp,q replaced by ψ.
(b) The T -triviality of extremal elements of Rp,q is a consequence of a general
result [24, Thm. 7.7 and Remark 7.13]. That extremal elements of Rp,q lie in Wp,q

is contained in part (b) of [24, Thm. 7.12].
(c) Let φ be a translation-invariant measure in Wp,q . By Theorem 3.3, the number
I of infinite open clusters satisfies φ(I ∈ {0, 1}) = 1. The proof of Theorem 3.1(b)
may now be followed to obtain the claim.
(d) This was proved for Theorem 3.1. �

4. Uniqueness of random-cluster measures

In this section we address the question of the uniqueness (or not) of random-cluster
measures for given values of p and q. To this end we introduce the notion of
‘pressure’. Let 0 < p < 1, q > 0, ξ ∈ Ω, and define the (finite box) partition

functions ZξΛ,p,q by (3.2). Rather than working with ZξΛ,p,q itself, we work instead
with

(4.1) Y ξΛ,p,q = (1 − p)−|EΛ|ZξΛ,p,q =
∑

ω∈Ωξ
Λ

qk(ω,Λ) exp
{

π|η(ω) ∩ EΛ|
}

where π = log{p/(1 − p)}, and η(ω) is the set of open edges of ω as usual. The
pressure f(p, q) is defined in the following theorem.

Theorem 4.1. Let q > 0. The limits

(4.2) lim
Λ→Zd

{

1

|EΛ|
logY ξΛ,p,q

}

= f(p, q), 0 < p < 1,

exist and are independent of ξ. Furthermore f(p, q) is a convex function of π =
log{p/(1 − p)} for π ∈ R, and therefore f is differentiable with respect to p except
on some countable set Dq (⊆ (0, 1)).
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As a consequence of this, one obtains a partial conclusion concerning the unique-
ness of random-cluster measures when q ≥ 1. We denote by hb(p, q) the edge-density
under the measure φbp,q, that is

(4.3) hb(p, q) = φbp,q(ω(e) = 1), b = 0, 1,

for q ≥ 1, and we note that hb(p, q) does not depend on the choice of e, by the
translation-invariance of φbp,q.

Theorem 4.2. Suppose that 0 < p < 1 and q ≥ 1. The following four statements
are equivalent.
(a) The pressure f(x, q) is differentiable with respect to x at the point x = p.
(b) The edge-density hb(x, q) is continuous at the point x = p, for b = 0, 1.
(c) It is the case that h0(p, q) = h1(p, q).
(d) There is a unique random-cluster measure with parameters p and q, i.e.,

|Rp,q| = 1.

Invoking Theorem 4.1, we deduce that (a)–(d) hold if and only if x /∈ Dq. Note
that hb(x, q) is monotonic non-decreasing in x when q ≥ 1 (see Proposition 4.4);
the difference h1(p, q)−h0(p, q) appears in Proposition 7.4 as the atom at the point
1 − p of a certain probability measure on the interval [0, 1]. The argument using
convexity which leads to Theorem 4.2 has been pursued by others for Ising and
other physical models; see [55] for recent results.

There is incomplete information about the countable set Dq of points of non-
differentiability of the pressure f(·, q). It is thought to be the case that Dq is empty
for small values of q (satisfying q ≥ 1), and is a singleton point (i.e., the critical
value of p, see Section 5) when q is large. Proofs of parts of this statement have
been given in special cases ([36, 43, 44, 45, 49]), particularly for d = 2 and q ≥ 4,
and for d ≥ 2 and sufficiently large q. We conjecture that there exists Q = Q(L)
such that

Dq =

{

∅ if q < Q,

{pc(q)} if q > Q.

This would imply in particular that |Rp,q| = 1 unless q ≥ Q and p = pc(q).
In those situations when |Rp,q| 6= 1, we ask whether or not Rp,q is the set of
convex combinations of φ0

p,q and φ1
p,q. A weaker form of this conjecture is that,

except possibly at a point of first-order transition, all random-cluster measures are
translation-invariant; such a conjecture of translation-invariance may be made also
about limit random-cluster measures.

Using a general conclusion of [1, p. 37], we may obtain a fairly complete picture
when d = 2, which we summarise as follows (the proof is deferred to the end of
Section 5).

Theorem 4.3. Suppose that d = 2, and that 0 ≤ p ≤ 1 and q ≥ 1. Then

(4.4) |Rp,q| = 1 if p 6=
√
q

1 +
√
q
.

In the next section we discuss the phase transition for random-cluster models,
and we shall recall the conjecture that κq =

√
q/(1 +

√
q) is the critical value of
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p in two dimensions (this value is the fixed point of a certain mapping involving
graphical duality). The results of [43, 45] imply that

(4.5) |Rκq,q| > 1 if q > Q

in two dimensions, for some large Q. It is believed that

(4.6) |Rκq,q|
{

= 1 if 1 ≤ q < 4

> 1 if q > 4;

see [36, 44].
Before proving the above results, we make two further remarks. The first con-

cerns properties of φbp,q for b = 0, 1 and q ≥ 1.

Proposition 4.4. Let 0 ≤ p ≤ 1, q ≥ 1, and d ≥ 2.
(a) φbp,q(A) is a non-decreasing function of p, for b = 0, 1, and for all increasing

events A.
(b) φ1

p,q(A) is a right-continuous function of p, for all increasing events A which
are closed (in the product topology).

(c) φ0
p,q(A) is a left-continuous function of p, for all increasing finite-dimensional

events A.

Part (b) refers to increasing closed events A, of which an important example is
the event A = {0 ↔ ∞}. In order to see that A is closed, we argue as follows. If
ω ∈ Ac, then ω ∈ {0 = ∂Λ} for some Λ, implying that ω′ ∈ {0 = ∂Λ} for all ω′

which agree with ω on Λ. Therefore Ac is open.
The next remark of this section is interesting in that it is valid for all values of

q, rather than for q ≥ 1 only. It is proved by using the convexity of the pressure for
all q > 0. Let T Rp,q denote the set of all translation-invariant members of Rp,q,
and recall from Theorem 3.2(a) that T Rp,q 6= ∅.

Theorem 4.5. Let 0 < p < 1 and q > 0, and let Dq be given as in Theorem 4.1.
(a) The edge-density φ(ω(e) = 1) is constant for all e ∈ E and all φ ∈ T Rp,q, if

p /∈ Dq.
(b) If 0 < p < p′ < 1 and φ ∈ T Rp,q, φ

′ ∈ T Rp′,q, then the respective edge-
densities satisfy

φ(ω(e) = 1) ≤ φ′(ω(e) = 1).

To place this in context, we recall that random-cluster measures satisfy the FKG
inequality if q ≥ 1, and not if q < 1 (see [1, 30] and Theorem 2.1). Even when
the FKG inequality is invalid (i.e., q < 1), part (b) implies that the edge-density
φp(ω(e) = 1) is non-decreasing in p, where φp is an arbitrary member of T Rp,q for
each p. It is not generally the case that φp(A) is non-decreasing in p for increasing
events A having more complicated structures.

Proof of Proposition 4.4. (a) If A is finite-dimensional, this follows from the compar-
ison inequalities; see Theorem 2.2. For general A, use Theorem 7.3 (or otherwise).
(b) For ω ∈ Ω and the box Λm = [−m,m]d, we write (ω, 1)m for the configuration
which agrees with ω on EΛm

and equals 1 elsewhere. Let A be an increasing closed
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event, and let Am = {ω ∈ Ω : (ω, 1)m ∈ A}. Clearly Am ⊇ An if m ≤ n, whence
the limit

B = lim
n→∞

An =
⋂

n

An

exists. Furthermore A ⊆ Am for all m, so that A ⊆ B. If ω ∈ Am for all m,
then ω may be expressed as the (product topology) limit ω = limm→∞(ω, 1)m of
configurations in A; since A is closed, it follows that ω ∈ A. We have proved that
A = B.

Let m ≤ n. Using stochastic orderings of measures, we find that

φ1
p,q(A) ≤ φ1

n,p,q(A) ≤ φ1
n,p,q(Am) since A ⊆ Am

→ φ1
p,q(Am) as n→ ∞

→ φ1
p,q(A) as m→ ∞,

where φ1
n,p,q = φ1

Λn,p,q
. Also,

φ1
n,p,q(An) ≥ φ1

n+1,p,q(An) since Λn ⊆ Λn+1

≥ φ1
n+1,p,q(An+1) since An ⊇ An+1.

The two sets of inequalities above imply that the sequence (φ1
n,p,q(An) : n ≥ 1) is

decreasing with limit φ1
p,q(A). However each φ1

n,p,q(An) is a continuous function of

p, whence φ1
p,q(A) is upper semicontinuous, and hence right-continuous.

(c) If A is an increasing cylinder event, then φ0
Λ,p,q(A) is (ultimately) non-decreasing

as Λ → Z
d, whence the limit φ0

p,q(A) is lower semicontinuous, and therefore left-
continuous. �

Proof of Theorem 4.1. In the proofs of this and Theorem 4.2, we use a standard
argument of statistical mechanics in a form related to that used in [47]. Fix the
box Λ. For ω, ξ ∈ Ω we define ωξ by

ωξ(e) =

{

ω(e) if e ∈ EΛ

ξ(e) otherwise,

and note that ωξ ∈ ΩξΛ. Clearly

k(ω1,Λ) ≤ k(ωξ,Λ) ≤ k(ω0,Λ) ≤ k(ω1,Λ) + |∂Λ|,

whence

(4.7) Y 1
Λ ≤ Y ξΛ ≤ Y 0

Λ ≤ Y 1
Λ q

|∂Λ| if q ≥ 1,

and with the inequalities reversed when q < 1. Take logarithms of (4.7) and divide
by |EΛ|. The limits exist as Λ → Z

d, as in [25], and they are independent of the
choice of ξ by (4.7) and the fact that |∂Λ|/|EΛ| → 0. Therefore f(p, q) is well
defined by (4.2).
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The function

f ξΛ(p, q) =
1

|EΛ|
logY ξΛ

is a convex function of π = log{p/(1 − p)}, for any ξ ∈ Ω; this is immediate from

the form of Y ξΛ , just differentiate twice and use Hölder’s inequality. We note for
later use that

(4.8)
df ξΛ
dπ

=
1

|EΛ|
φξΛ,p,q

(

|η(ω) ∩ EΛ|
)

.

Since, for any ξ ∈ Ω, (f ξΛ(p, q))Λ is a family of convex functions of π = π(p)
which converge to the finite limit function f(p, q) as Λ → Z

d, it follows that f(p, q)
is a convex function of π. Therefore f(p, q) is differentiable with respect to p except
on some countable set Dq of values of p. �

Proof of Theorem 4.2. Fix q ≥ 1, and let D = Dq be the set of values of x (∈ (0, 1))
at which the pressure f(x, q) is non-differentiable.

First we prove that (a) implies (c). Assume 0 < p < 1. We have by the convexity
of f(·, q) that

(4.9)
df ξΛ
dπ

→ df

dπ
as Λ → Z

d, for ξ ∈ Ω and p /∈ D.

For any box Λ and any edge e ∈ EΛ,

1

|EΛ|
φ0

Λ,p,q

(

|η(ω) ∩ EΛ|
)

≤ φ0
p,q(Je)

(4.10)

≤ φ1
p,q(Je) ≤

1

|EΛ|
φ1

Λ,p,q

(

|η(ω) ∩ EΛ|
)

,

where Je = {ω(e) = 1}, and we have used the translation-invariance of φ0
p,q and

φ1
p,q, together with the stochastic orderings of certain measures. Using (4.8) and

(4.9), we deduce by passing to the limit as Λ → Z
d that

(4.11)
df

dπ
= φ0

p,q(Je) = φ1
p,q(Je) for e ∈ E and p /∈ D.

This implies (c).
Suppose now that (c) holds. We claim that

(4.12) φ0
p,q(A) = φ1

p,q(A) for all increasing cylinders A,

which will imply (d), by (3.7). One way to see that (c) implies (4.12) is as follows.
Since q ≥ 1, the two measures φ0

p,q and φ1
p,q may be coupled in the way described

by Holley [37]: there exists a probability measure µ on Ω0
Λ × Ω1

Λ whose marginals
are φ0

Λ,p,q and φ1
Λ,p,q, and such that the µ-probability of the set of pairs (ω0, ω1)
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(∈ Ω0
Λ × Ω1

Λ) with ω0 ≤ ω1 is one. For an increasing event A defined on the finite
edge-set E (⊆ E), we have that

φ1
Λ,p,q(A) − φ0

Λ,p,q(A) = µ(ω1 ∈ A, ω0 /∈ A)

≤
∑

e∈E

µ(ω1(e) = 1, ω0(e) = 0)

=
∑

e∈E

{

φ1
Λ,p,q(Je) − φ0

Λ,p,q(Je)
}

→
∑

e∈E

{

φ1
p,q(Je) − φ0

p,q(Je)
}

= 0

by (c).
Since f(x, q) is a convex function of π(x) = log{x/(1 − x)}, it has right and

left derivatives with respect to x, denoted by df/dx±. Furthermore df/dx+ (resp.
df/dx−) is right-continuous (resp. left-continuous) and non-decreasing. We shall
prove that

(4.13)
df

dp+
− df

dp−
=

1

p(1 − p)

{

φ1
p,q(Je) − φ0

p,q(Je)
}

and that

(4.14) φ1
p,q(Je) = lim

p′↓p
φ0
p′,q(Je), φ0

p,q(Je) = lim
p′↑p

φ1
p′,q(Je).

In advance of proving (4.13) and (4.14), we note the following. Relation (4.13)
yields that (d) implies (a), and we have proved that (a), (c), and (d) are equivalent.
In conjunction with (4.14), it yields by the semicontinuity in p of hb(p, q) = φbp,q(Je)
(see Proposition 4.4) that (a) and (b) are equivalent.

Finally we prove (4.13) and (4.14). Equations (4.14) are a consequence of the
semicontinuity and monotonicity of φbp,q(Je) (see Proposition 4.4), and the fact that
|Rp′,q| = 1 for p′ /∈ D, a countable set.

By (4.11), with π = π(x),

df

dx
=

1

x(1 − x)

df

dπ
=

1

x(1 − x)
φbx,q(Je) for b = 0, 1 and x /∈ D.

Writing f ′ for the derivative of f(x, q) with respect to x,

df

dp+
= lim

x↓p
x/∈D

f ′(x) =
1

p(1 − p)
φ1
p,q(Je),

and
df

dp−
= lim

x↑p
x/∈D

f ′(x) =
1

p(1 − p)
φ0
p,q(Je),

whence (4.13) follows. �
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Proof of Theorem 4.5. Assume φ ∈ T Rp,q, and define the random variable

gΛ(ω) =
1

|EΛ|
|η(ω) ∩ EΛ|.

Then

(4.15) φ(Je) = φ(gΛ) by translation-invariance

= φ(φ·Λ,p,q(gΛ)) since φ ∈ Rp,q

= φ

(

df ·
Λ

dπ

)

by (4.8).

Now (df ·
Λ/dπ)Λ is a sequence of bounded random variables (since |gΛ| ≤ 1) which

converges as Λ → Z
d to df/dπ so long as p /∈ Dq; this holds by (4.9), which is valid

for all positive q. Letting Λ → Z
d, we find by the bounded convergence theorem

that

φ(Je) = φ

(

df

dπ

)

=
df

dπ
if p /∈ Dq,

which implies (a).
As for part (b), pick p′′ ∈ (p, p′) such that p′′ /∈ Dq. By (4.15), (4.8), and the

bounded convergence theorem,

φ(Je) ≤ φ

(

df ·
Λ

dπ

∣

∣

∣

∣

p′′

)

→ φ

(

df

dπ

∣

∣

∣

∣

p′′

)

=
df

dπ

∣

∣

∣

∣

p′′

and

φ′(Je) ≥ φ′

(

df ·
Λ

dπ

∣

∣

∣

∣

p′′

)

→ φ′

(

df

dπ

∣

∣

∣

∣

p′′

)

=
df

dπ

∣

∣

∣

∣

p′′

as Λ → Z
d, where the derivatives are evaluated at π = π(p′′). �

5. Phase transition

The phase transition in these models is marked by the onset of an infinite cluster.
We assume henceforth that q ≥ 1, and we concentrate here on the extremal random-
cluster measures φ0

p,q and φ1
p,q . Let

(5.1) θb(p, q) = φbp,q(0 ↔ ∞), b = 0, 1,

be the φbp,q percolation probability .

The functions θ0(p, q) and θ1(p, q) play (respectively) the role of the magneti-
sation for Potts measures with free and constant-spin boundary conditions. More
precisely, let σu be the spin at vertex u of a Potts model with q states (where q is
now assumed to be integral). Then

(1 − q−1)
{

θ0(p, q)
}2

= lim
|u|→∞

{

πf(σ0 = σu) − q−1
}

,

(1 − q−1)θ1(p, q) = π1(σ0 = 1) − q−1,
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where πf and π1 are the q-state Potts measures arising from free and spin-1 bound-
ary conditions (respectively) with interaction J (> 0), inverse-temperature β, and
where p = 1 − e−βJ . It is standard that θ1 satisfies the above equation (see [1, 18,
30]). The given statement for θ0 may be proved similarly, making use of Theorem
3.2 and [24, Prop. 7.9]; the corresponding statement is valid for θ1 also, with πf

replaced by π1.
It is immediate from Proposition 4.4 that θb(·, q) is non-decreasing, and therefore

one may define the critical points

(5.2) pbc(q) = sup{p : θb(p, q) = 0}, b = 0, 1.

We have by Theorems 4.1 and 4.2 that φ0
p,q = φ1

p,q for almost every p, whence

θ0(p, q) = θ1(p, q) for almost every p, and therefore p0
c(q) = p1

c(q). Henceforth we
use the abbreviated notation

(5.3) pc(q) = p0
c(q) = p1

c(q),

and we record next some properties of pc(q). Parts (a) and (b) of the following
theorem are well known (see [1]); part (c) is proved in [31] using the improved
comparison inequality (2.6).

Theorem 5.1. Let d ≥ 2.
(a) 0 < pc(q) < 1 for all q ≥ 1.
(b) If 1 ≤ q ≤ q′ then

(5.4)
1

pc(q′)
≤ 1

pc(q)
≤ q′/q

pc(q′)
− q′

q
+ 1.

(c) pc(q) is a Lipschitz-continuous and strictly increasing function of q on [1,∞).

We turn our attention now to continuity properties of the percolation probabil-
ities θb(p, q) for b = 0, 1. Of course, θ0(p, q) = θ1(p, q) = 0 if p < pc(q).

Theorem 5.2. Let d ≥ 2 and q ≥ 1.
(a) The function θ0(·, q) is left-continuous on [0, 1] \ {pc(q)}.
(b) The function θ1(·, q) is right-continuous on [0, 1].
(c) θ0(p, q) = θ1(p, q) if and only if p /∈ Dq, where Dq is given in Theorem 4.1.
(d) The functions θ0(·, q) and θ1(·, q) are continuous at the point p ( 6= pc(q)) if

and only if p /∈ Dq.
It is presumably the case that θ0(·, q) and θ1(·, q) are continuous except possibly

at p = pc(q). In addition it may be conjectured that θ0(·, q) is left-continuous
everywhere. A verification of this conjecture would include a proof that

θ0(pc(q), q) = lim
p↑pc(q)

θ0(p, q) = 0,

implying in particular that θ(pc(1), 1) = 0; this last statement is one of the famous
open problems of percolation theory (see [26, 32]).

Finally we record some information about the set of values of p at which there
exists a unique random-cluster measure.
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Theorem 5.3. Assume that q ≥ 1 and d ≥ 2. Then |Rp,q| = 1 if any of the
following holds:
(a) θ1(p, q) = 0,
(b) θ0(p, q) = θ1(p, q),
(c) p > p′, where p′ (= p′(d)) is a certain real number satisfying pc(q) ≤ p′ < 1.

Part (a) was proved in [1, p. 37]. There is more information than Theorem 5.3
when d = 2; recall Theorem 4.3 which asserted that, when d = 2 and q ≥ 1, then

|Rp,q| = 1 if p 6=
√
q

1 +
√
q
.

The proof of Theorem 4.3 was deferred to the end of this section, and makes use of
the fact that

(5.5) pc(q) ≥
√
q

1 +
√
q

if q ≥ 1, d = 2;

see [60]. It is conjectured that equality is valid here, but no proof is known for
general q (≥ 1). Certainly equality holds for q = 1, q = 2, and for large q ([36, 41,
43, 45, 54]).

Proof of Theorem 5.2. We shall prove (a) at the end of Section 7. Part (b) is a
consequence of Proposition 4.4(b). Part (d) follows from (a)–(c), on noting that
θb(·, q) is non-decreasing for b = 0, 1. We turn therefore to the proof of (c). Cer-
tainly φ0

p,q = φ1
p,q if p /∈ Dq (by Theorem 4.2), whence θ0(p, q) = θ1(p, q) for p /∈ Dq.

Suppose conversely that

(5.6) θ0(p, q) = θ1(p, q).

We shall now give the main steps in a proof that

(5.7) h0(p, q) = h1(p, q);

this will imply that |Rp,q| = 1 by Theorem 4.2.
Fix an edge e = 〈u, v〉, and let Je = {ω(e) = 1} as usual. For a vertex w, let

Iw = {w ↔ ∞}, and let Hw be the event that w is in an infinite open path not
using e. We write Ac for the complement of an event A. It is a consequence of
the forthcoming Theorems 7.2 and 7.3 that there exists a probability measure ψ
on (Ω,F)2 with marginals φ0

p,q and φ1
p,q, and assigning probability 1 to the set of

pairs (ω0, ω1) ∈ Ω2 satisfying ω0 ≤ ω1 [this may be proved directly also, without
recourse to the theorems of Section 7]. Let F (ω) be the set of vertices which are
joined to infinity by open paths of the configuration ω (∈ Ω). We have that

(5.8) 0 ≤ ψ
(

F (ω0) 6= F (ω1)
)

≤
∑

w∈Zd

{

φ1
p,q(Iw) − φ0

p,q(Iw)
}

= 0,

by (5.6). Now Je ∩ Iu ∩ Iv is an increasing event, whence

(5.9) φ0
p,q(Je ∩ Iu ∩ Iv) ≤ φ1

p,q(Je ∩ Iu ∩ Iv).
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Also

φ0
p,q(J

c
e ∩ Iu ∩ Iv) = φ0

p,q(J
c
e ∩Hu ∩Hv)(5.10)

= φ0
p,q(J

c
e | Hu ∩Hv)φ

0
p,q(Hu ∩Hv).

However, φ0
p,q(J

c
e | Hu∩Hv) = φ1

p,q(J
c
e | Hu∩Hv) by the DLR condition (Theorem

3.1(b)). In addition, φ0
p,q(Hu∩Hv) ≤ φ1

p,q(Hu ∩Hv) since Hu ∩Hv is an increasing
event. Therefore (5.10) implies

φ0
p,q(J

c
e ∩ Iu ∩ Iv) ≤ φ1

p,q(J
c
e | Hu ∩Hv)φ

1
p,q(Hu ∩Hv)

(5.11)

= φ1
p,q(J

c
e ∩Hu ∩Hv) = φ1

p,q(J
c
e ∩ Iu ∩ Iv).

Adding (5.9) and (5.11), we obtain

φ0
p,q(Iu ∩ Iv) ≤ φ1

p,q(Iu ∩ Iv).

Equality holds here by (5.8), and therefore equality holds in (5.9), which is to say
that

(5.12) φ0
p,q(Je ∩ Iu ∩ Iv) = φ1

p,q(Je ∩ Iu ∩ Iv).

It is obvious that

(5.13) φ0
p,q(Je ∩ Ic

u ∩ Iv) = φ1
p,q(Je ∩ Ic

u ∩ Iv)

since both sides equal 0; the same equation holds with Ic
u ∩ Iv replaced by Iu ∩ Ic

v.
Finally we prove that

(5.14) φ0
p,q(Je ∩ Ic

u ∩ Ic
v) = φ1

p,q(Je ∩ Ic
u ∩ Ic

v)

which, in conjunction with (5.12) and (5.13) (together with the associated remark),
implies (5.7) as required. Let ǫ > 0. With A = {u = ∂Λ, v = ∂Λ}, we have that

0 ≤ φ0
p,q(A) − φ1

p,q(A) < ǫ for all large Λ,

and we pick Λ accordingly. This is valid since the central term above converges,
as Λ → Z

d, to φ0
p,q(I

c
u ∩ Ic

v) − φ1
p,q(I

c
u ∩ Ic

v), which equals 0 by (5.8). The events
{u = ∂Λ} and {v = ∂Λ} are finite-dimensional, whence

(5.15) 0 ≤ φ0
∆,p,q(A) − φ1

∆,p,q(A) < 2ǫ for all large ∆,

and we pick ∆ (⊇ Λ) accordingly. Let S = S(ω) = {x ∈ ∆ : x ↔ ∂Λ} and
G = G(ω) = Λ \ S. We now employ a coupling of φ0

∆,p,q, φ
1
∆,p,q constructed as

in [52, p. 254]. Following this reference, there exists a probability measure ψ∆ on
Ω0

∆ × Ω1
∆, with marginals φ0

∆,p,q and φ1
∆,p,q, which assigns probability 1 to pairs

(ω0, ω1) satisfying ω0 ≤ ω1, and with the additional property that, conditional on
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G = G(ω1), both marginals of ψ∆ on EG equal the free boundary condition random-
cluster measure φ0

G,p,q. Writing G for the class of all subsets of Λ which contain u
and v, it follows that

φ1
∆,p,q(Je ∩ A) =

∑

g∈G

φ1
∆,p,q

(

Je, G = g
)

=
∑

g∈G

ψ∆

(

ω1 ∈ Je, G(ω1) = g
)

=
∑

g∈G

ψ∆

(

ω1 ∈ Je
∣

∣G(ω1) = g
)

ψ∆

(

G(ω1) = g
)

=
∑

g∈G

ψ∆

(

ω0 ∈ Je
∣

∣G(ω1) = g
)

ψ∆

(

G(ω1) = g
)

= ψ∆

(

ω0 ∈ Je, ω1 ∈ A
)

,

and in addition

φ0
∆,p,q(Je ∩ A) = ψ∆

(

ω0 ∈ Je, ω0 ∈ A
)

.

Therefore

0 ≤ φ0
∆,p,q(Je ∩ A) − φ1

∆,p,q(Je ∩ A) = ψ∆

(

ω0 ∈ Je, ω0 ∈ A, ω1 /∈ A
)

,

which by (5.15) does not exceed 2ǫ. Take the limits as ∆ → Z
d, Λ → Z

d, and ǫ ↓ 0,
to obtain (5.14). �

Proof of Theorem 5.3. It was proved in [1, Thm. A.2] that

φ0
p,q = φ1

p,q if θ1(p, q) = 0;

this implies |Rp,q| = 1 by (3.7). We do not include the proof here, since condition
(b) is implied by condition (a). Suppose that (b) holds. By Theorem 5.2(c), p /∈ Dq,
whence |Rp,q| = 1 by Theorem 4.2.

Next we sketch a proof that φ0
p,q = φ1

p,q if p is sufficiently close to 1. There are
certain topological complications in doing this, and we avoid giving all the relevant
details, most of which may be found in a closely related passage of [42, Sect. 2]. We
begin by defining a lattice L, having the same vertex set as L but with edge-relation

x ∼ y if |xi − yi| ≤ 1 for 1 ≤ i ≤ d.

For ω ∈ Ω, we call a vertex x white if ω(e) = 1 for all e incident with x in L, and
black otherwise. For any set V of vertices of L, we define the black cluster B(V ) as
the union of V together with the set of all vertices x0 of L for which there exists
a path x0, e0, x1, e1, . . . , en−1, xn of alternating vertices and edges of L such that
x0, x1, . . . , xn−1 /∈ V , xn ∈ V , and x0, x1, . . . , xn−1 are all black. Note that the
colours of vertices in V have no effect on B(V ), but that V ⊆ B(V ). We define

‖B(V )‖ = sup

{

d
∑

i=1

|xi − yi| : x ∈ V, y ∈ B(V )

}

.
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For any integer n and vertex x, the event {‖B(x)‖ ≥ n} is a decreasing event
(we confuse the singleton x with the set {x}), whence

φ0
p,q(‖B(x)‖ ≥ n) ≤ φ0

Λ,p,q(‖B(x)‖ ≥ n)(5.16)

≤ φ0
Λ,π,1(‖B(x)‖ ≥ n) for any box Λ,

where π = p/(p+(1−p)q) and we have used the comparison inequalities (see (2.5)).
Using a Peierls argument (see [42, pp. 151–152]) there exists α(p) such that: the
percolation (product) measure φπ,1 = limΛ→Zd φ0

Λ,π,1 satisfies

(5.17) φπ,1(‖B(x)‖ ≥ n) ≤ e−nα(p) for all n,

and furthermore α(p) > 0 if p is sufficiently large, say p > p′ for some p′ ∈ [pc(q), 1).
Let A be an increasing event defined in terms of the edges in the finite subset E

of E, and let Λ be a box such that E ⊆ EΛ. Let ∆ be a large box satisfying Λ ⊆ ∆.
For any subset S of Λc (= Z

d \ Λ) containing ∂∆, define the ‘interior boundary’
D(S) of S to be the set of all vertices x of L satisfying:
(a) x /∈ S,
(b) x is adjacent in L to some vertex of S,
(c) there exists a path of L from x to some vertex in Λ, this path using no vertex

of S.
We write S = S∪D(S). Denote by I(S) the set of vertices x0 for which there exists
a path x0, e0, x1, e1, . . . , en−1, xn of L with xn ∈ Λ, xi /∈ S for all i. Note that every
vertex of ∂I(S) is adjacent to some vertex lying in D(S). We shall concentrate on
the case S = B(∂∆).

Let ǫ > 0 and p > p′. By (5.16)–(5.17), there exists a box ∆′ sufficiently large
that

(5.18) φ0
p,q(KΛ,∆) ≥ 1 − ǫ if ∆ ⊇ ∆′,

where KΛ,∆ =
{

B(∂∆) ∩ Λ = ∅
}

. We pick ∆′ accordingly, and let ∆ ⊇ ∆′.
Let us assume that KΛ,∆ occurs, so that I = I(B(∂∆)) satisfies I ⊇ Λ. We note

three facts about B(∂∆) and D(B(∂∆)):
(a) D(B(∂∆)) is L-connected in that, for all pairs x, y ∈ D(B(∂∆)), there exists

a path of L joining x to y using vertices of D(B(∂∆)) only,
(b) every vertex in D(B(∂∆)) is white,
(c) D(B(∂∆)) is measurable with respect to the colours of vertices in Z

d \ I, in
the sense that the event {B(∂∆) = h, D(B(∂∆)) = D(h)} lies in the σ-field
generated by the colours of vertices in I(h)

c
, for any given h satisfying h ⊆ Λc.

Claim (a) may be proved by adapting the argument used to prove Lemma 2.23 of
[42]; claim (b) is a consequence of the definition of D(B(∂∆)); claim (c) holds since
D(B(∂∆)) is part of the (‘internal’) boundary of the black cluster of L generated
by ∂∆. We do not include full proofs of (a) and (c) which would be rather long,
and which would have much in common with Section 2 of [42].

Let HΛ denote the set of all subsets of Λc, and let h be a subset of Λc satisfying
h ∈ HΛ. The φ0

p,q-probability of A, conditional on {B(∂∆) = h}, is given by the
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the wired measure φ1
I(h),p,q. This holds since: (a) every vertex in ∂I(h) is adjacent

to some vertex of D(h), and (b) D(h) is L-connected and all vertices in D(h) are
white. Therefore, by conditional probability and the FKG inequality,

φ0
p,q(A) ≥ φ0

p,q

(

φ1
I,p,q(A)1KΛ,∆

)

(5.19)

≥ φ0
p,q

(

φ1
∆,p,q(A)1KΛ,∆

)

since I ⊆ ∆

≥ φ1
∆,p,q(A) − ǫ by (5.18).

Take the limits as ∆ → Z
d, ǫ ↓ 0, to obtain φ0

p,q ≥ φ1
p,q, whence φ0

p,q = φ1
p,q. �

Proof of Theorem 4.3. This was deferred from Section 4, and uses a graphical
duality that is well known (see [7, 15, 60] for example). We write L

2 = (Z2,E)
for the square lattice. Recall that the dual Gd of a planar graph G is obtained by
placing a vertex within each face of G, and by joining two such vertices by an edge
whenever the two corresponding faces of G have a boundary edge in common. (If
G is finite, its dual graph possesses a vertex in the infinite face of G in addition to
vertices in its finite faces.) It is easy to see that the dual of L

2 is isomorphic to L
2.

Let G = (V,E) be a finite simple plane graph, and let Gd = (V d, Ed) be its
dual. In the following, we shall make use of Euler’s formula (see [61]):

(5.20) k(ω) = |V | − |η(ω)|+ f(ω) − 1 for ω ∈ ΩE = {0, 1}E,

where k(ω) is the number of components, and f(ω) is the number of faces of the
graph (V, η(ω)) including the infinite face. Any configuration ω gives rise to a

configuration ωd lying in the space Ωd
E = {0, 1}Ed

defined as follows. If e (∈ E)
is crossed by the dual edge ed (∈ E

d), then ωd(ed) = 1 − ω(e). As before, each
configuration ωd gives rise to a set η(ωd) = {ed ∈ Ed : ωd(ed) = 1} of ‘open edges’
of the dual. By drawing a picture, one may easily be convinced that every face of
(V, η(ω)) contains a unique component of (V d, η(ωd)), and therefore

(5.21) f(ω) = k(ωd),

in the obvious notation.
The random-cluster measure on G is given by

φG,p,q(ω) ∝
(

p

1 − p

)|η(ω)|

qk(ω), for ω ∈ ΩE ;

see (1.1). Using (5.20), (5.21), and the fact that |η(ω)|+ |η(ωd)| = |E|, we find that

φG,p,q(ω) ∝
(

q(1 − p)

p

)|η(ωd)|

qk(ω
d), for ωd ∈ Ωd

E ;

it follows that

(5.22) φG,p,q(ω) = φGd,p′,q(ω
d), for ω ∈ ΩE ,
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where φGd,p′,q is the random-cluster measure on Gd, and p′ satisfies

(5.23)
p′

1 − p′
=
q(1 − p)

p
, 0 < p′ < 1.

Equation (5.22) may be expressed by saying that the dual of a random-cluster
measure is itself a random-cluster measure, but with a different parameter value.
Of special importance is the ‘self-dual’ value of p, i.e., the fixed point of the mapping
p 7→ p′ given in (5.23); this is easily calculated to be p = κq where κq =

√
q/(1+

√
q).

Next we apply (5.22) to the square lattice. Let Λ = Λ(M,N) = [−M,N ]2,
and think of Λ(M,N) as a subgraph of L

2 in the natural way. The dual graph
Λd = Λ(M,N)d may be described as the graph obtained from Λ(M +1, N)+( 1

2 ,
1
2 )

by an identification of all vertices in the boundary ∂Λd of this graph. Applying
(5.22) to the pair (Λ,Λd), and noting that the identification of vertices in ∂Λd

amounts to working with wired boundary conditions, we deduce that

φ0
Λ,p,q(ω) = φ1

Λd,p′,q(ω
d),

in the natural notation. Finally we take the limit Λ ↑ Z
d to obtain that

(5.24) φ0
p,q(A) = φ1

p′,q(A
d), for q ≥ 1,

for any appropriate event A; here, Ad contains all ωd for which ω ∈ A.
The argument of Zhang reported in [26, p. 195] may be adapted to show that

(5.25) θ0(κq, q) = 0 if q ≥ 1;

this implies in turn that pc(q) ≥ κq, i.e., (5.5). (This inequality may be found
without full proof in [60].) To see (5.25), we argue as follows. As in Theorem
3.3, any infinite cluster is φ0

p,q-a.s. and φ1
p,q-a.s. unique. Now set p = κq, so that

φ0
p,q and φ1

p,q are dual measures in the sense of (5.24). If φ0
p,q(0 ↔ ∞) > 0 then

φ1
p,q(0 ↔ ∞) > 0 also, and Zhang’s argument yields a contradiction, based on

the a.s. uniqueness of infinite clusters. Therefore (5.25) holds. See [60] for related
arguments of this type.

It follows from (5.25) and (5.3) that θ1(p, q) = 0 for p < κq , whence, by Theorem
5.3, |Rp,q| = 1 if p < κq. That |Rp,q| = 1 when p > κq is a consequence of the
duality relation (5.24), on observing that p < κq if and only if p′ > κq in (5.23). �

6. Time evolutions on finite boxes

Two of the main purposes of this paper are to construct time-evolutions of random-
cluster processes, and to find useful level-set representations of such processes.
Related results for other models, particularly the Ising model, may be found in [9,
35, 48]. As remarked in the introduction, we follow a route which attains both
targets simultaneously, and which is based on FKG orderings of measures rather
than on the general methods of [48].

An application of the level-set representation is presented in Theorem 5.2(a),
which is the random-cluster equivalent of the continuity theorem of [9].
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Assume q ≥ 1. We shall construct a Markov process on the state space X =
[0, 1]E, and we do this via a graphical construction involving a family of doubly-
stochastic Poisson processes. First we describe these processes. For each edge
e ∈ E:
(a) A(e) = (An(e) : n ≥ 1) and B(e) = (Bn(e) : n ≥ 1) are the (increasing)

sequences of arrival times of two independent Poisson processes having rate
1,

(b) C(e) = (Cn(e) : n ≥ 1) is the (increasing) sequence of arrival times of a
Poisson process having rate q − 1, independent of A(e) and B(e),

(c) α(e) = (αn(e) : n ≥ 1), β(e) = (βn(e) : n ≥ 1), and σ(e) = (σn(e) : n ≥ 1) are
families of independent random variables having the uniform distribution on
the interval (0, 1), independent of A(e), B(e), and C(e).

Furthermore, we assume that the three paired processes (A(e), α(e)), (B(e), β(e)),
and (C(e), σ(e)) are independent for different edges e. It is standard that these
processes may be constructed in such a way that, for each e, only finitely many
arrivals take place for A(e), B(e), and C(e), in any finite time interval. We write
P for the appropriate probability measure.

Let Λ be a box, let ζ ∈ X , and define the subset Xζ
Λ of X by

Xζ
Λ = {ξ ∈ X : ξ(e) = ζ(e) for e /∈ EΛ}.

We let (ZζΛ,t : t ≥ 0) be the Markov process on the state space Xζ
Λ given in the

following way. First we set ZζΛ,0 = ζ, and we require that ZζΛ,· has right-continuous

sample paths. The process ZζΛ,· jumps at the times {Am(e), Bm(e), Cm(e) : m ≥
1, e ∈ EΛ} and remains constant between these times. We need now to specify
how the process behaves at each of these special epochs. Fix an edge e ∈ EΛ and a
time t > 0, and suppose that t is an arrival time of exactly one of A(e), B(e), C(e)

but of no A(f), B(f), C(f) for f 6= e. Certainly the limit ν = ZζΛ,t− exists. We

define ZζΛ,t by

(6.1) ZζΛ,t(f) =

{

ν(f) if f 6= e,

ρ(e) if f = e,

where ρ(e) is given by

(6.2) ρ(e) =











ν(e) ∨ αm(e) if t = Am(e),

ν(e) ∧ βm(e) if t = Bm(e),

ν(e) ∧ {σm(e) ∨ F (e, ν)} if t = Cm(e).

(As usual, α ∨ β = max{α, β} and α ∧ β = min{α, β}.) The function F : E ×X →
[0, 1] is defined by

(6.3) F (e, ν) = sup
π∈Pe

min
f∈π

ν(f)

where Pe is the set of all paths of L which do not use the edge e but which have
the same endpoints as e. In (6.3), the minimum is taken over all edges f lying in
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the path π. The supremum in (6.3) is over the countably infinite set Pe; however,

in (6.2), we have that e ∈ EΛ and ν ∈ Xζ
Λ, so that F (e, ν) is expressible as a certain

supremum over a finite set (depending on Λ and ζ).
There are two final details. First, if two or more of the three processes A(e),

B(e), C(e) fire at exactly the same instant t, we do not change the current value

of ZζΛ,t−(e). Secondly, subject to the last sentence, if t is an arrival time of two
Poisson processes indexed by different edges e and f , then we update the process
on the edges e and f according to the usual rules. There is probability zero that
such a time t ever occurs for any edge e (in either case).

To what end do we define such a random process ZζΛ,·? The purpose of the con-
struction is to achieve level-set representations of evolving random-cluster processes
on Λ. Let p satisfy 0 < p < 1, and recall that Ω = {0, 1}E. For ν ∈ X , we define
two ‘projected elements’ πpν and πpν of Ω by

(6.4) πpν(e) =

{

1 if 1 − p ≤ ν(e),

0 if 1 − p > ν(e),

and

(6.5) πpν(e) =

{

1 if 1 − p < ν(e),

0 if 1 − p ≥ ν(e),

for e ∈ E. The ‘projected processes’ (πpZζΛ,t : t ≥ 0) and (πpZ
ζ
Λ,t : t ≥ 0) take

values in the (respective) state spaces

πpXζ
Λ =

{

ω ∈ Ω : ω(f) = πpζ(f) for f /∈ EΛ

}

,(6.6)

πpX
ζ
Λ =

{

ω ∈ Ω : ω(f) = πpζ(f) for f /∈ EΛ

}

.(6.7)

We point out that

(6.8) πpν ≤ πpν for all p, ν,

and

(6.9) πp1ν1 ≤ πp2ν2, π
p1ν1 ≤ πp2ν2, if p1 ≤ p2 and ν1 ≤ ν2.

In writing ν1 ≤ ν2 here, we are using the partial order ‘≤’ on X given by ν1 ≤ ν2
if and only if ν1(e) ≤ ν2(e) for all e ∈ E.

We introduce one more piece of notation before stating the main result of this
section. For ν, ζ ∈ X , and a box Λ, we denote by (ν, ζ) [= (ν, ζ)Λ] the configuration
which agrees with ν on EΛ and with ζ off EΛ. We sometimes suppress the subscript

Λ when using this notation. For example, the expression Z
(ν,ζ)
∆,t denotes the value

of the process on the box ∆ at time t, with initial value (ν, ζ)∆. Finally, we denote
by Υp

Λ the set of all ζ (∈ X) with the property that πp[(0, ζ)Λ] has at most one
infinite cluster.
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Theorem 6.1. (a) The process (πpZ
ζ
Λ,t : t ≥ 0) is a Markov chain on the state

space πpX
ζ
Λ having unique stationary distribution φ

πpζ

Λ,p,q, and this stationary mea-
sure is reversible for the process. Furthermore

(6.10) πp1Z
ζ
Λ,t ≤ πp2Z

ζ
Λ,t for all t, if p1 ≤ p2.

(b) Statement (a) is valid with the operator πp replaced throughout by πp, so long
as ζ ∈ Υp

Λ.

Note that the equilibrium measures φ
πpζ

Λ,p,q and φπ
pζ

Λ,p,q depend on the values of ζ
outside EΛ only.

In the next section we shall consider such dynamics on the whole lattice L, rather
than on finite boxes only. This will be achieved by passing to the limit as Λ ↑ Z

d,

and by using certain monotonicity properties of the processes {ZζΛ,·} for different
Λ and ζ. We state these properties next.

We equip the product space X = [0, 1]E with the Borel σ-field B. An event A ∈ B
is called increasing if ν′ ∈ A whenever ν′ ≥ ν and ν ∈ A; A is called decreasing if
its complement is increasing.

Lemma 6.2. (a) If ζ ≤ ν then ZζΛ,t ≤ ZνΛ,t for all Λ, t.

(b) Let E be an increasing event in B, and let Λ be a box. The function

gb(t) = P (Z
(b,ζ)
Λ,t ∈ E)

is non-decreasing if b = 0 and non-increasing if b = 1.

Using this lemma together with Theorem 6.1, we shall prove the (weak) conver-

gence of the process ZζΛ,t as t→ ∞.

Theorem 6.3. For ζ ∈ X and a box Λ, there exists a probability measure µζΛ on

(X,B), with µζΛ(Xζ
Λ) = 1, such that

Z
(ν,ζ)
Λ,t ⇒ µζΛ as t→ ∞, for all ν.

Whilst Lemma 6.2 expresses a stochastic monotonicity, there is a sample path
monotonicity of the graphical representation which will enable us to take the limit

as Λ ↑ Z
d. Furthermore, if ν and ζ are close to one another, then so are Z

(ν,b)
Λ,t and

Z
(ζ,b)
Λ,t , for b ∈ {0, 1}.

Lemma 6.4. (a) Let Λ and ∆ be boxes satisfying Λ ⊆ ∆. Then

(6.11) Z
(ζ,0)
Λ,t ≤ Z

(ζ,0)
∆,t for all ζ and t,

and

(6.12) Z
(ζ,1)
Λ,t ≥ Z

(ζ,1)
∆,t for all ζ and t.
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(b) Let Λ be a box, and let b ∈ {0, 1}. For ν, ζ ∈ X,

(6.13)
∣

∣Z
(ν,b)
Λ,t (e) − Z

(ζ,b)
Λ,t (e)

∣

∣ ≤ max
f∈EΛ

{

|ν(f) − ζ(f)|
}

for all t ≥ 0 and all e ∈ E.

Before moving to the proofs, we make two notes concerning the value of q. First,
the above construction may be extended in order to couple together random-cluster
processes with different values of p and different values of q (satisfying q ≥ 1); this
is achieved by a suitable coupling of the processes {C(e) : e ∈ E} for different q.
Secondly, some of the arguments of this section may be recast in the ‘non-FKG’
case when q < 1. When q < 1, we alter the definitions of the processes A(e),
B(e), C(e) so that B(e) has rate q and C(e) has rate 1 − q. With minor changes
elsewhere, this enables the construction to proceed, but unfortunately with the loss
of Lemmas 6.2 and 6.4.

Proof of Theorem 6.1. The projected process (πpZ
ζ
Λ,t : t ≥ 0) takes values in the

finite state space ΩζΛ = πpX
ζ
Λ; recall (6.7). First we perform a little calculation

involving F (e, ν), defined in (6.3). Let γ ∈ ΩζΛ and let ν (∈ X) be such that
πpν = γ. We have by (6.3) that F (e, ν) ≤ 1 − p if and only if, for all π ∈ Pe,
there exists f ∈ π with πpν(f) = 0, which is to say that γ = πpν ∈ De, the event
that the endpoints of e are in different components of (Zd, η(πpν)\{e}); recall that
η(ω) = {f : ω(f) = 1}. We have shown that

(6.14) F (e, ν) ≤ 1 − p if and only if γ = πpν ∈ De.

Clearly the projected process changes its value only if ZζΛ,· changes its value.

Assume that ZζΛ,t = ν and πpZ
ζ
Λ,t = πpν = γ. Let γ′ ∈ ΩζΛ. Examining (6.1)–

(6.3), we see that the rate at which πpZ
ζ
Λ,· jumps subsequently to the new state

γ′ depends only on the arrivals of the doubly stochastic Poisson processes (A, α),
(B, β), (C, σ), at times subsequent to time t, and upon the set of edges E = {e ∈
EΛ : F (e, ν) ≤ 1− p}. By (6.14), E = {e ∈ EΛ : γ ∈ De}, which depends on γ only,

and not further on ν. It follows that πpZ
ζ
Λ,· is a time-homogeneous Markov chain

on ΩζΛ. This argument is expanded in the following computation of the jump rates.
For γ ∈ Ω and e ∈ E, we denote by γe and γe the configurations

(6.15) γe(f) =

{

γ(f) if f 6= e,

1 if f = e,
γe(f) =

{

γ(f) if f 6= e,

0 if f = e.

Let GζΛ = (GζΛ(γ, ω) : γ, ω ∈ ΩζΛ) denote the generator of the process (πpZ
ζ
Λ,t : t ≥

0). Since ZζΛ,· changes its value (a.s.) only on single edges at any time, we have
that

GζΛ(γ, ω) = 0 if
∑

e

|γ(e) − ω(e)| ≥ 2,

and it remains to calculate GζΛ(γe, γ
e) and GζΛ(γe, γe) for γ ∈ ΩζΛ and e ∈ EΛ.

Consider GζΛ(γe, γ
e). A calculation based on (6.1) and (6.2) shows that

P (πpZ
ζ
Λ,t+h = γe | πpZζΛ,t = γe) = ph+ o(h), as h ↓ 0,
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since such a transition during the time-interval (t, t+ h) requires that the Poisson
process A(e) fires in this interval, and that the associated value αr satisfies αr >
1 − p; recall that A(e) has rate 1, and P (αr > 1 − p) = p. Hence

(6.16) GζΛ(γe, γ
e) = p for γ ∈ ΩζΛ, e ∈ EΛ.

To prepare for the other case, let γ ∈ ΩζΛ, e ∈ EΛ, and suppose that ν (∈ X) is
such that πpν = γe; we shall see later that the choice of ν is otherwise immaterial.

Suppose that ZζΛ,t = ν, implying πpZ
ζ
Λ,t = γe, and consider the intensity of the

possible transition from γe to γe. Such a transition requires a diminution in the

value of ZζΛ,t(e), which by (6.2) may take place in either of two ways. The first of

these involves the firing of the process B(e), and the corresponding value βr must
satisfy βr ≤ 1− p; the intensity of such an event is 1− p, since B(e) has rate 1 and
P (βr ≤ 1 − p) = 1 − p. The second of these ways involves a firing of the process
C(e) and requires that the corresponding value σr satisfies

σr ∨ F (e, ν) ≤ 1 − p.

This cannot occur if F (e, ν) > 1−p, whilst if F (e, ν) ≤ 1−p it occurs with intensity
(q− 1)(1− p), since C(e) has rate q− 1 and P (σr ≤ 1− p) = 1− p. Combining this
with the previous remark, we conclude by (6.14) that

GζΛ(γe, γe) =

{

1 − p if γe /∈ De

q(1 − p) if γe ∈ De.

We complete the calculation of the generator GζΛ by requiring that

∑

ω∈Ωζ
Λ

GζΛ(γ, ω) = 0 for all γ ∈ ΩζΛ.

It is now straightforward to check that

φ
πpζ

Λ,p,q(γe)G
ζ
Λ(γe, γ

e) = φ
πpζ

Λ,p,q(γ
e)GζΛ(γe, γe),

whence the process is reversible with stationary measure φ
πpζ

Λ,p,q (see [33, p. 219]).

Inequality (6.10) follows from (6.9).
The proof of part (b) is essentially the same as for (a), but with one notable

difference. In place of (6.14) we have now that

(6.17) F (e, ν) < 1 − p if and only if πpν ∈ De,

whenever ν ∈ Xζ
Λ and ζ ∈ Υp

Λ. To see this, we argue as follows. If F (e, ν) < 1 − p

then πpν ∈ De, by (6.3). Conversely, suppose that πpν ∈ De where ν ∈ Xζ
Λ and

ζ ∈ Υp
Λ. Since πpν ∈ De, we have that

µ(π) := min
f∈π

ν(f) satisfies µ(π) < 1 − p for all π ∈ Pe;
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therefore F (e, ν) ≤ 1 − p. Suppose F (e, ν) = 1 − p. Then there exists an infinite
sequence π(n) of distinct paths (n = 1, 2, . . . ) lying in Pe such that µ(π(n)) < 1−p
but µ(π(n)) → 1 − p as n → ∞. Let E be the set of edges belonging to infinitely
many of the paths π(n); for f ∈ E , we have that

ν(f) ≥ lim
n→∞

µ(π(n)) = 1 − p,

so that πpν(f) = 1.
Write e = 〈u, v〉, and let C(u) (resp. C(v)) denote the set of vertices of L

joined to u (resp. v) by paths comprising edges f with πpν(f) = 1. By a counting
argument, we have that u (resp. v) lies in some infinite path of E , and therefore
|C(u)| = |C(v)| = ∞. Since πpν has at most one infinite cluster, we have that
C(u) = C(v), whence πpν /∈ De, a contradiction. This proves that F (e, ν) < 1− p,
as required for (6.17). The rest of the proof of (b) follows that of (a). �

Proof of Lemma 6.2. (a) This follows from the transition rules (6.1)–(6.2) together
with the fact that F (e, ν) is non-decreasing in ν.
(b) We have that

gb(s+ t) = P
{

P
(

Z
(b,ζ)
Λ,s+t ∈ E | Z(b,ζ)

Λ,s

)

}

, b = 0, 1.

Using the time-homogeneity of the driving processes (A, α), (B, β), (C, σ), and the
fact that

Z
(b,ζ)
Λ,s

{ ≥ (0, ζ) if b = 0,

≤ (1, ζ) if b = 1,

we deduce by part (a) that

gb(s+ t)

{ ≥ gb(t) if b = 0,

≤ gb(t) if b = 1.
�

Proof of Theorem 6.3. We have from Lemma 6.2(a) that

Z
(0,ζ)
Λ,t ≤ Z

(ν,ζ)
Λ,t ≤ Z

(1,ζ)
Λ,t for all t and ν.

Also, Z
(b,ζ)
Λ,t is stochastically increasing if b = 0, and stochastically decreasing if

b = 1 (by Lemma 6.2(b)). It therefore suffices to show that

Z
(1,ζ)
Λ,t − Z

(0,ζ)
Λ,t ⇒ 0 as t→ ∞.

Let ǫ > 0, and write E = {N−1, 2N−1, . . . , (N − 1)N−1} where N is a positive
integer satisfying N−1 < ǫ. Then

P
(

|Z(1,ζ)
Λ,t (e) − Z

(0,ζ)
Λ,t (e)| > ǫ for some e ∈ EΛ

)

≤
∑

e∈EΛ

∑

p∈E

P
(

Z
(0,ζ)
Λ,t (e) < 1 − p < Z

(1,ζ)
Λ,t (e)

)

.
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Now

P
(

Z
(0,ζ)
Λ,t (e) < 1 − p < Z

(1,ζ)
Λ,t (e)

)

≤ P
(

πpZ
(1,ζ)
Λ,t (e) = 1

)

− P
(

πpZ
(0,ζ)
Λ,t (e) = 1

)

→ 0 as t→ ∞

by the ergodicity of the Markov chain (πpZ
ζ
Λ,t : t ≥ 0); cf. Theorem 6.1. �

Proof of Lemma 6.4. (a) We consider the case (6.11) of ‘0’ boundary conditions;
the other case is exactly analogous. Certainly

0 = Z
(ζ,0)
Λ,t (e) ≤ Z

(ζ,0)
∆,t (e) for e /∈ EΛ.

For e ∈ EΛ, note first that Z
(ζ,0)
Λ,0 (e) = Z

(ζ,0)
∆,0 (e), since Λ ⊆ ∆. It now suffices to

check that, at each arrival time of one of the Poisson processes A(e), B(e), C(e),

the process Z
(ζ,0)
Λ,· (e) cannot jump above Z

(ζ,0)
∆,· (e). This is a consequence of the

transition rules (6.1)–(6.3) on noting that F (e, ν) is non-decreasing in ν.

(b) Since the processes Z
(ν,b)
Λ,t , Z

(ζ,b)
Λ,t have only finitely many transitions in any finite

time-interval, it suffices to prove that, if a transition occurs at time T , then

(6.18)
∣

∣Z
(ν,b)
Λ,T (e) − Z

(ζ,b)
Λ,T (e)

∣

∣ ≤ max
f∈EΛ

{

∣

∣Z
(ν,b)
Λ,T−(f) − Z

(ζ,b)
Λ,T−(f)

∣

∣

}

for all e ∈ EΛ.

Clearly (6.18) holds for any edge e on which there is no transition at time T .
Suppose that a transition occurs on e at time T . We have from (6.3) that

∣

∣F (e, ξ) − F (e, ξ′)
∣

∣ ≤ max
f∈E

{

∣

∣ξ(f) − ξ′(f)
∣

∣

}

for all ξ, ξ′ ∈ X.

Examining each of the cases listed in (6.2), we deduce that (6.18) holds. �

7. Dynamics in the infinite-volume limit

In this section we study certain Markov processes on the state space X = [0, 1]E.
We show the existence of two different transition semigroups with the same (unique)
invariant measure. The first of these semigroups gives rise to a ‘level-set represen-
tation’ of free boundary condition random-cluster processes, and the second of wired
boundary condition processes.

We arrive at such Markov processes by studying the limit of the finite-volume

process ZζΛ,t, defined in the last section, as Λ ↑ Z
d. The two ‘extreme’ boundary

conditions ζ are ζ = 0, 1, and we define accordingly the following monotone limits:

(7.1) Z
(ζ,0)
t = lim

Λ↑Zd
Z

(ζ,0)
Λ,t , Z

(ζ,1)
t = lim

Λ↑Zd
Z

(ζ,1)
Λ,t ,

which limits exist by virtue of Lemma 6.4(a). In particular we write

(7.2) Z0
t = Z

(0,0)
t , Z1

t = Z
(1,1)
t .
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We shall show that the processes (Zbt : t ≥ 0), for b = 0, 1, are Markovian, and we
shall explore their properties in the limit as t→ ∞.

A possible alternative to the methodology of this section might employ the ‘mar-
tingale method’ described in [38, 48]. For general accounts of the theory of Markov
processes, consult the books [11, 48, 58].

The state space X = [0, 1]E is a compact metric space equipped with the Borel
σ-field B. Let D(X) be the set of functions G : R → X which are right-continuous
with left limits. For s ∈ [0,∞), let es be the evaluation mapping defined by
es(G) = G(s). Let H be the smallest σ-field of subsets of D(X) with respect to
which each es is measurable, and let Ht be the smallest such σ-field defined in terms
of {es : s ≤ t}. We write B(X) for the space of bounded measurable functions from
X to R, and C(X) for the space of continuous functions.

We now introduce two transition functions and semigroups, as follows. For
b ∈ {0, 1} and t ≥ 0, let

(7.3) P bt (ζ, A) = P (Z
(ζ,b)
t ∈ A), ζ ∈ X, A ∈ B,

and let Sbt : B(X) → B(X) be given by

(7.4) Sbt f(ζ) = P (f(Z
(ζ,b)
t )), ζ ∈ X, f ∈ B(X).

Theorem 7.1. Let b ∈ {0, 1}. The process (Zbt : t ≥ 0) is a Markov process with
sample paths in D(X) and Markov transition function (P bt : t ≥ 0).

Theorem 7.2. There exists a translation-invariant probability measure µ on (X,B)
such that

Zbt ⇒ µ as t→ ∞, for b = 0, 1.

Note that the weak limit in the latter theorem is identical for the two processes
Z0
t and Z1

t . It follows by monotonicity that, as t→ ∞,

(7.5) Z
(ζ,b)
t ⇒ µ for ζ ∈ X and b = 0, 1;

recall Lemma 6.2(a) and (7.1).
We turn attention now to the ‘level-set processes’ of Z0

t and Z1
t . Fix p ∈ (0, 1),

and write

(7.6) L0
p,t = πpZ

0
t , L1

p,t = πpZ1
t , t ≥ 0;

here, πp and πp are defined in (6.4) and (6.5).

Theorem 7.3. (a) The processes (Lbp,t : t ≥ 0), b = 0, 1, are Markov processes on

the state space Ω = {0, 1}E, with weak limits given by

(7.7) Lbp,t ⇒ φbp,q as t→ ∞,

where φbp,q is the random-cluster measure defined in (3.5) for b = 0, 1. The measure

φbp,q is reversible for the process Lbp,t.
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(b) The measures φbp,q, for b = 0, 1, are ‘level-set’ measures of µ, in that

(7.8) φ0
p,q(A) = µ

(

{ζ : πpζ ∈ A}
)

, φ1
p,q(A) = µ

(

{ζ : πpζ ∈ A}
)

,

for all A ∈ F .

We make several remarks before proving the above theorems. First, the two
weak limits φ0

p,q and φ1
p,q in Theorem 7.3 are identical if and only if p /∈ Dq, where

Dq is given in Theorem 4.1.
Next, let µ be the limit measure of Theorem 7.2, let e ∈ E, and define the

marginal ‘atomic’ function

J(x) = µ
(

{ζ ∈ X : ζ(e) = x}
)

for 0 ≤ x ≤ 1;

since µ is translation-invariant, J does not depend on the choice of the edge e.

Proposition 7.4. We have that

h1(p, q) − h0(p, q) = J(1 − p)

where hb(p, q) = φbp,q(ω(e) = 1).

In the light of Theorem 4.2, this implies that p ∈ Dq if and only if J(1− p) 6= 0,
thereby providing a representation of Dq in terms of atoms of the weak limit µ of
the stochastic random-cluster processes Z0

t and Z1
t . It is this representation that

we employ at the end of this section in order to prove the left-continuity of the
percolation probability θ0(·, q) (cf. Theorem 5.2(a) and [9]).

As discussed already after Theorem 4.2, it is believed that there exists Q = Q(d)
such that

Dq =

{

∅ if q < Q,

{pc(q)} if q > Q,

and it is a first rate challenge to prove this. The above results provide a probabilistic
(but incomplete) justification for this claim, as follows. The set Dq is exactly the
set of atoms of the µ-measure of the random variable 1 − ζ(e), for ζ ∈ X . These
atoms presumably arise through an accumulation of edges e having the same value
Zbt (e). Such coalescences occur only at the times of firing of the processes C(e);
see (6.2). These Poisson processes have rate q− 1, indicating that coalescences are
more frequent for larger q.

Next we make some remarks about uniqueness of infinite clusters. The Burton–
Keane [14] result implies (see Theorem 3.3) the φbp,q-a.s. uniqueness of the infinite
cluster, for b ∈ {0, 1} and 0 ≤ p ≤ 1. It is another matter to obtain such uniqueness
simultaneously for all values of p. That is, we may ask whether or not

µ(Ibp = 1 for all p and b = 0, 1) = 1,

where I0
p (ζ) (resp. I1

p(ζ)) is the number of infinite open clusters of πpζ (resp. πpζ).
Such matters have been considered by Alexander [3].

Finally, we describe the transition rules of the projected processes L0
p,t and L1

p,t; it
turns out that the transition mechanisms of these two chains differ in an interesting
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(but ultimately unimportant) regard. It is convenient to summarise the following
discussion by writing down directly the infinitesimal generators of the two processes,
and we do this next.

We begin with some notation. Let e = 〈x, y〉 ∈ E, and let Pe be (as after (6.3))
the set of all paths of L which join x to y but do not use the edge e. Let Qe be
the set of all pairs α = (α1, α2, . . . ), β = (β1, β2, . . . ) of vertex-disjoint semi-infinite
paths (where αi and βj are the vertices of these paths) with α1 = x and β1 = y;
we require αi 6= βj for all i, j. Thus Qe comprises pairs (α, β) of paths; we call an
element (α, β) of Qe open if all the edges of α and β are open.

For b = 0, 1, let Gb be the linear operator, with domain a suitable subset of
C(Ω), given by

(7.9) Gbf(ω) =
∑

e∈E

{

p
(

f(ωe) − f(ω)
)

+ hb(e, ω)
(

f(ωe) − f(ω)
)

}

, ω ∈ Ω,

where ωe and ωe are given in (6.15); here, hb(e, ω) is defined by

(7.10) hb(e, ω) = (1 − p)
{

1 + (q − 1)1Db(e)(ω)
}

, ω ∈ Ω,

where

D0(e) = {no path in Pe is open},(7.11)

D1(e) = {no element in Pe ∪ Qe is open}.(7.12)

Note that Gbf is well defined for all cylinder functions f , since the infinite sum in
(7.9) may then be written as a finite sum. However, Gbf is not generally continuous
when q > 1, even for cylinder functions f . For example, suppose q > 1, let f be
the indicator function of the event that a given edge e is open, and let ω be a
configuration satisfying
(a) ω(e) = 1,
(b) no path in Pe is open, under ω,
(c) some pair (α, β) in Qe is open, under ω.

Then

Gbf(ω) = −hb(e, ω).

However, hb(e, ·) is discontinuous at ω for b = 0, 1, since, for b ∈ {0, 1} and for
every finite box Λ, there exists ω′ ∈ Ω agreeing with ω on EΛ such that hb(e, ω′) 6=
hb(e, ω). Perhaps such difficulties may be avoided by restricting the space Ω of
configurations. With a little further care, one may see that the Markov transition
functions of L0

p,t and L1
p,t are not Feller; see the notes at the end of this section.

In describing the transition rules of the processes L0
p,t and L1

p,t, we shall make
use of the following lemma, which is of use also in the proofs of Theorems 7.1 and
7.3. Recall the function F (e, ν) defined on E ×X by (6.3).

Lemma 7.5. Let e ∈ E, ν ∈ X, and let (νΛ)Λ be a family of elements of X indexed
by finite boxes Λ.
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(a) If νΛ ↑ ν as Λ → Z
d, then

(7.13) F (e, νΛ) ↑ F (e, ν).

(b) If νΛ ∈ X1
Λ and νΛ ↓ ν as Λ → Z

d, then

(7.14) F (e, νΛ) ↓ G(e, ν)

where

(7.15) G(e, ν) = sup
π∈Pe∪Qe

inf
f∈π

ν(f).

Note that, in the definition (7.15) of G(e, ν), Pe contains certain paths π, and
Qe contains certain pairs π = (α, β) of paths; for π = (α, β) ∈ Qe, the infimum in
(7.15) is over all edges f lying either in α or in β.

Consider the process Z0
t . Since Z0

t is the increasing limit of Z
(0,0)
Λ,t as Λ → Z

d,

we have from the definition (6.5) of πp that

(7.16) L0
p,t = lim

Λ↑Zd
πpZ

(0,0)
Λ,t .

Assume that Z
(0,0)
Λ,t = ζΛ for each Λ, and ζ = limΛ↑Zd ζΛ, so that

(7.17) L0
p,t = πpζ = lim

Λ↑Zd
πpζΛ.

Fix an edge e ∈ E, and assume first that ζ is such that πpζ(e) = 0. At what rate
does the state of e change from 0 to 1? Examining the transitions of the process Z0

Λ,.

(see (6.1)–(6.3)), we see that this occurs at the next firing of the process A(e) that
results in an associated αm satisfying αm > 1 − p; the intensity of this transition
is p, as in the proof of Theorem 6.1. Assume next that ζ is such that πpζ(e) = 1,
and consider the intensity at which e assumes the state 0. Returning to (6.2), we
see as in the proof of Theorem 6.1 that there are two independent sources of such
a transition, namely the two processes B(e) and C(e). The process B(e) fires at
rate 1, and produces such a transition with probability P (βm ≤ 1 − p) = 1 − p;
the associated effective intensity is 1 − p. The process C(e) fires at rate q − 1, and
produces such a transition with probability

(7.18)

{

0 if lim
Λ
F (e, νΛ) > 1 − p,

1 − p if lim
Λ
F (e, νΛ) ≤ 1 − p,

where νΛ = Z0
Λ,T− and T is the time of the firing in question of C(e). Now

ν = limΛ→Zd νΛ is an increasing limit, whereby F (e, νΛ) ↑ F (e, ν) by Lemma 7.5(a).
We have therefore that limΛ F (e, νΛ) ≤ 1−p if and only if F (e, ν) ≤ 1−p, which is
equivalent to the statement πpν ∈ D0(e), by (6.3), (6.5), and (7.11). In conclusion,
the state of e flips from 1 to 0 at rate

(7.19)

{

(1 − p) if ν /∈ D0(e)

(1 − p) + (q − 1)(1 − p) if ν ∈ D0(e),
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in agreement with (7.9) with b = 0.
We turn next to the process L1

p,t. This time, Z1
t is the decreasing limit of Z1

Λ,t

as Λ → Z
d, and

(7.20) L1
p,t = lim

Λ→Zd
πpZ1

Λ,t

as in (7.16); we have used the definition (6.4) of πp here, noting that the corre-
sponding statement with πp (in place of πp) fails in general. We now follow the
above argument step by step, noting that increasing limits are replaced by decreas-
ing limits, πp by πp, F (e, ν) by G(e, ν) (defined in (7.15)), and D0(e) by D1(e).
Our conclusion is in agreement with (7.9) with b = 1.

Next appear the proofs, beginning with Lemma 7.5.

Proof of Lemma 7.5. (a) Suppose νΛ ↑ ν. Certainly F (e, νΛ) is non-decreasing in
Λ, whence the limit

λ = lim
Λ→Zd

F (e, νΛ)

exists and satisfies λ ≤ F (e, ν). Now, for x ∈ (0, 1), we have that λ ≤ x if and only
if F (e, νΛ) ≤ x for all Λ. By (6.3), this occurs if and only if

∀π ∈ Pe, ∀Λ, ∃f ∈ π with νΛ(f) ≤ x.

Since all paths in Pe are finite, this implies

∀π ∈ Pe, ∃f ∈ π with ν(f) ≤ x,

which implies in turn that F (e, ν) ≤ x. Therefore F (e, ν) ≤ λ.
(b) Suppose νΛ ∈ X1

Λ and νΛ ↓ ν. First we prove that the decreasing limit λ =
limΛ F (e, νΛ) satisfies

(7.21) λ ≤ G(e, ν).

Let x ∈ (0, 1), and suppose G(e, ν) < x; we shall deduce that λ < x, thus obtaining
(7.21). Write e = 〈u, v〉, and call a finite set S of edges of L a cutset (for e) if

(i) e /∈ S,
(ii) every path in Pe contains at least one edge of S,
(iii) S is minimal with the two properties above, in the sense that no strict subset

of S satisfies (i) and (ii).
We write G(e, ν) = max{A,B} where

A = sup
π∈Pe

min
f∈π

ν(f), B = sup
π∈Qe

inf
f∈π

ν(f).

Since G(e, ν) < x, we have that A,B < x, which implies that there exists a cutset
S with ν(f) < x for all f ∈ S. To see this, argue as follows. For w ∈ Z

d, let
Cw(ν) be the set of vertices of L that are connected to the vertex w by paths π
of L satisfying: π does not contain the edge e, and every edge f of π satisfies
ν(f) ≥ x. If u ∈ Cv(ν), then there exists π ∈ Pe with ν(f) ≥ x for all f ∈ π,
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which contradicts the fact that A < x. Therefore u /∈ Cv(ν). Furthermore either
Cu(ν) or Cv(ν) (or both) is finite, since if both were infinite then there would exist
π = (α, β) ∈ Qe with ν(f) ≥ x for all f in α and β, thereby contradicting the
fact that B < x. Suppose without loss of generality that Cu(ν) is finite, and let R
be the subset of E\{e} containing all edges g having exactly one vertex in Cu(ν).
Certainly ν(g) < x for all g ∈ R, and additionally every path in Pe contains some
edge of R. However R may fail to be minimal with this property, in which case we
replace R by a subset S which is minimal; S is the required cutset.

We have that ν(f) < x for all f ∈ S, implying (since S is finite) that

for all large Λ, νΛ(f) < x for all f ∈ S,

and therefore (using the finiteness of S again)

for all large Λ, F (e, νΛ) < x,

implying that λ < x as required for (7.21).
Finally we prove that

(7.22) λ ≥ G(e, ν),

and we achieve this by proving that λ ≥ A and λ ≥ B, separately. That λ ≥ A is an
immediate consequence of the fact that νΛ ≥ ν, so we turn towards the inequality
λ ≥ B. For π = (α, β) ∈ Qe, where α has endpoint u, and β has endpoint v, let αΛ

(respectively βΛ) denote the initial segment of α (resp. β) joining u (resp. v) to the
earliest vertex w1 of α (resp. w2, of β) lying in ∂Λ. Since w1, w2 ∈ ∂Λ and w1 6= w2,
there exists a path γ joining w1 to w2 and using no other vertex of Λ. We denote
by π′ the path comprising αΛ, followed by γ, followed by βΛ taken in reverse order;
note that π′ ∈ Pe, and denote by Pe,Λ the set of all π′ ∈ Pe obtainable in this way
from any π = (α, β) ∈ Qe. Now

F (e, νΛ) ≥ sup
π′∈Pe,Λ

min
f∈π′

νΛ(f) since Pe,Λ ⊆ Pe

= sup
π′∈Pe,Λ

min
f∈π′∩EΛ

νΛ(f) since νΛ(f) = 1 for f /∈ EΛ

≥ sup
π′∈Pe,Λ

min
f∈π′∩EΛ

ν(f) since νΛ ≥ ν

= sup
π∈Qe

min
f∈π∩EΛ

ν(f)

≥ sup
π∈Qe

inf
f∈π

ν(f) = B,

where we have used the fact that every π′ ∈ Pe,Λ arises from some π ∈ Qe. In-
equality (7.22) follows. �

Proof of Theorem 7.1. The transitions of the process (Zbt : t ≥ 0) are given in terms
of families of independent doubly-stochastic Poisson processes. In order that Zbt be
a Markov process, it suffices therefore to prove the following:
(a) sample paths lie in D(X),
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(b) the distribution of (Zbs+t : t ≥ 0), given (Zbu : 0 ≤ u ≤ s), depends only on Zbs .
First we prove (a). Let F be a finite subset of E, let t > 0, and let

S = sup{Am(e), Br(e), Cs(e) < t : e ∈ F, m, r, s ≥ 1},
T = inf{Am(e), Br(e), Cs(e) ≥ t : e ∈ F, m, r, s ≥ 1}.

Since, for each edge e, the processes A(e), B(e), C(e) have only finitely many
arrivals in any finite time-interval, we have that S < t ≤ T . Now

(7.23) ZbΛ,s(e) = ZbΛ,S(e) for S ≤ s < T, e ∈ F.

Therefore Zbs(e) = ZbS(e) for s ∈ [S, t), whence the limit Zbt−(e) exists for e ∈ F .

If T > t, then Zbt (e) = Zbt+(e) for e ∈ F by (7.23), whence Zb. is right-continuous

at t. If T = t, then ZbΛ,s(e) = ZbΛ,t(e) for e ∈ F and t ≤ s < U where

U = inf{Am(e), Br(e), Cs(e) > t : e ∈ F, m, r, s ≥ 1},

implying right-continuity as before.
Next we prove (b). We have that Zbs+t = limΛ→Zd ZbΛ,s+t, where the processes

ZbΛ,s+t are given in terms of a graphical representation of compound Poisson pro-

cesses. Therefore, conditional on (ZbΛ,u, Z
b
u : 0 ≤ u ≤ s, Λ ⊆ Z

d), the process

(Zbs+t : t ≥ 0) has law which depends only on the family (ZbΛ,s : Λ ⊆ Z
d) indexed

by finite boxes Λ. Write ζΛ = ZbΛ,s and ζ = limΛ→Zd ζΛ = Zbs . We need to show

that the (conditional) law of Zbs+t does not depend on the family (ζΛ) but only on
its limit ζ. To achieve this, we shall use Lemma 6.4(b).

First we introduce one more piece of notation. Let s, t ≥ 0 and ν ∈ X . Denote by

Y
(ν,b)
Λ,s+t the state (in Xb

Λ) at time s+ t obtained from the evolution rules (6.1)–(6.3),

starting at time s in state (ν, b) = (ν, b)Λ.
Suppose that b = 0, so that ζΛ ↑ ζ as Λ → Z

d. Let ǫ > 0 and let ∆ be a finite
box. There exists a box Λ′ such that Λ′ ⊇ ∆ and

ζ(e) − ǫ ≤ ζΛ(e) ≤ ζ(e) for all e ∈ E∆, if Λ ⊇ Λ′.

It follows by Lemma 6.4(b) that

Y
(ζ,b)
∆,s+t − ǫ ≤ Y

(ζΛ,b)
∆,s+t ≤ Y

(ζΛ,b)
Λ,s+t ≤ Y

(ζ,b)
Λ,s+t, if Λ ⊇ Λ′.

Use the fact that Y
(ζΛ,b)
Λ,s+t = ZbΛ,s+t, and pass to the limits as Λ → Z

d, ∆ → Z
d,

ǫ ↓ 0, to obtain that

(7.24) lim
Λ→Zd

Y
(ζ,b)
Λ,s+t = Zbs+t,

implying as required that Zbs+t depends on ζ but not further on the family (ζΛ).
The same argument is valid when b = 1, with the above inequalities reversed and
the sign of ǫ changed.
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The Markov transition function associated with the process Zbt is the family
(Qbs,t : 0 ≤ s ≤ t) given by

Qbs,t(ζ, A) = P
(

Zbs+t ∈ A | Zbs = ζ
)

, ζ ∈ X, A ∈ B.

In the light of the remarks above and particularly (7.24), we have that

Qbs,t(ζ, A) = Qb0,t−s(ζ, A),

and that
Qb0,t−s(ζ, A) = P (Z

(ζ,b)
t−s ∈ A) = P bt−s(ζ, A)

as required. �

Proof of Theorem 7.2. We have from Lemma 6.2 that the limits ψb, given by

ψb(A) = lim
t→∞

P (Zbt ∈ A), b = 0, 1,

exist for any increasing event A. Therefore Z0
t and Z1

t converge weakly as t→ ∞.
It therefore suffices to show that

Z1
t − Z0

t ⇒ 0 as t→ ∞.

Since we are working with the product topology on X , it will be enough to show
that, for all ǫ > 0 and all finite subsets F of E,

(7.25) P
(

|Z1
t (f) − Z0

t (f)| > ǫ for some f ∈ F
)

→ 0 as t→ ∞.

Let D = Dq be as in Theorem 4.1, and let ǫ > 0. Pick a finite subset E of
Dc = (0, 1) \ D such that every interval of the form (x, x+ ǫ) contains some point
of E , as x ranges over [0, 1 − ǫ); recall from Theorem 4.2 that

(7.26) φ0
p,q = φ1

p,q if p ∈ E .

We have that, for f ∈ E,

P (|Z1
t (f) − Z0

t (f)| > ǫ) ≤
∑

p∈E

P
(

Z0
t (f) < 1 − p ≤ Z1

t (f)
)

≤
∑

p∈E

P
(

Z0
Λ,t(f) < 1 − p ≤ Z1

Λ,t(f)
)

for all boxes Λ

→
∑

p∈E

{

φ1
Λ,p,q(Jf ) − φ0

Λ,p,q(Jf )
}

as t→ ∞

→
∑

p∈E

{

φ1
p,q(Jf ) − φ0

p,q(Jf )
}

as Λ → Z
d

= 0 by (7.26),

where Jf = {ω(f) = 1}. Equation (7.25) follows since F is finite.
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That the limit measure µ is translation-invariant is a consequence of (for ex-
ample) Theorem 7.3 and the fact that φ0

p,q and φ1
p,q are translation-invariant (see

Theorem 3.1). �

Proof of Theorem 7.3. (a) That the projected processes (Lbp,t : t ≥ 0), b = 0, 1, are
Markovian follows from Theorem 7.1 and the discussion after Lemma 7.5.

Let A be an increasing event in F . Using Lemma 6.2, we have that the limits

ψbp(A) = lim
t→∞

P (Lbp,t ∈ A)

exist for b = 0, 1. Since L0
p,t ≤ L1

p,t, it follows that

(7.27) ψ0
p(A) ≤ ψ1

p(A) for increasing A ∈ F .

Assume now that A is an increasing event defined in terms of the edges in the finite
subset F of E. Then

(7.28) ψ0
p(A) = lim

t→∞
P (L0

p,t ∈ A)

≥ lim
t→∞

P (πpZ
0
Λ,t ∈ A) since L0

p,t ≥ πpZ
0
Λ,t

= φ0
Λ,p,q(A) by Theorem 6.1

→ φ0
p,q(A) as Λ → Z

d,

and similarly

(7.29) ψ1
p(A) ≤ φ1

p,q(A).

Combining (7.27)–(7.29), we deduce that

φ0
p,q(A) = ψ0

p(A) = ψ1
p(A) = φ1

p,q(A) if p /∈ Dq,

where Dq is given in Theorem 4.1 (see also Theorem 4.2). This proves (7.7) when-
ever p /∈ Dq, since F is generated by the increasing finite-dimensional cylinders.

In order to show that

φ0
p,q(A) = ψ0

p(A), φ1
p,q(A) = ψ1

p(A),

for all p and any such event A, it suffices to show that ψ0
p(A) is left-continuous

in p, and ψ1
p(A) is right-continuous (the conclusion will then follow by Proposition

4.4). We confine ourselves here to the case of ψ0
p(A), since the other case is exactly

similar.
Fix p ∈ (0, 1), and let A be an increasing finite-dimensional event of F , defined

in terms of the edges in the finite set F . Let

Bp = {ζ ∈ X : πpζ ∈ A}, Cp = {ζ ∈ X : πpζ ∈ A}

be the corresponding events in B, and note, from (6.4)–(6.5), that Bp is increas-
ing and open, and that Cp is increasing and closed. Furthermore, Cp−ǫ ⊆ Bp if
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ǫ > 0, and Bp \ Cp−ǫ → ∅ as ǫ ↓ 0. We have by stochastic monotonicity that
limt→∞ P (Z0

t ∈ Bp) exists, and by weak convergence (see Theorem 7.2) that

lim
t→∞

P (Z0
t ∈ Bp) ≥ µ(Bp).

We claim further that P (Z0
t ∈ Bp) ≤ µ(Bp) for all t, whence

(7.30) P (Z0
t ∈ Bp) → µ(Bp) as t→ ∞.

To see the claim, suppose P (Z0
T ∈ Bp) > µ(Bp) + η for some T and η > 0. Then

P (Z0
t ∈ Cp−ǫ) > µ(Cp−ǫ) + 1

2η for some ǫ > 0 and for all t ≥ T . This contradicts

the fact that Z0
t ⇒ µ, since Cp−ǫ is closed.

Now, for h > 0,

ψ0
p(A) − ψ0

p−h(A) = lim
t→∞

{

P (Z0
t ∈ Bp) − P (Z0

t ∈ Bp−h)
}

= µ(Bp\Bp−h) by (7.30).

However Bp\Bp−h → ∅ as h ↓ 0 since Bp and Bp−h are open; hence ψ0
p−h(A) →

ψ0
p(A) as h ↓ 0.

In the corresponding argument for ψ1
p(A), the set Bp is replaced by the increasing

closed event Cp, and the difference Bp\Bp−h is replaced by Cp+h\Cp.
Finally we prove that L0

p,t is reversible; the argument is similar for L1
p,t. Let f

and g be increasing cylinder functions mapping Ω to R, and let U0
Λ,t (resp. U0

t ) be

the transition semigroup of the process πpZ
0
Λ,t (resp. L0

t = πpZ
0
t ). If Λ ⊆ ∆ then

f(η)U0
Λ,tg(η) ≤ f(η)U0

∆,tg(η) ≤ f(η)U0
t g(η), η ∈ Ω,

by Lemmas 6.2 and 6.4. Therefore

φ0
∆,p,q

(

f(η)U0
Λ,tg(η)

)

≤ φ0
∆,p,q

(

f(η)U0
∆,tg(η)

)

≤ φ0
p,q

(

f(η)U0
t g(η)

)

if Λ ⊆ ∆,

since φ0
∆,p,q ≤ φ0

p,q. Take the limits as ∆ → Z
d and Λ → Z

d, and use the monotone
convergence theorem to deduce that

(7.31) φ0
∆,p,q

(

f(η)U0
∆,tg(η)

)

→ φ0
p,q

(

f(η)U0
t g(η)

)

as ∆ → Z
d.

The left side of (7.31) is unchanged when f and g are exchanged, by the reversibility
of πpZ

0
∆,t (see Theorem 6.1). Therefore the right side of (7.31) is unchanged by

this exchange, implying the required reversibility (see [48, p. 91]).
(b) It suffices to prove (7.8) for increasing finite-dimensional events A, since such
events generate F . For such A, (7.8) follows from (7.30) in the case of φ0

p,q, and

similarly for φ1
p,q. �

Proof of Proposition 7.4. This is an immediate consequence of Theorem 7.3(b). �
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Proof of Theorem 5.2(a). This was deferred from Section 5. We follow the argument
of [9] as reported in [26]. For p ∈ (0, 1) and ζ ∈ X , we call an edge e p-open if
πpζ(e) = 1, which is to say that ζ(e) > 1−p. Let Cp = Cp(ζ) be the p-open cluster
of L containing the origin, and note that Cp′ ⊆ Cp if p′ ≤ p.

The function θ0 is defined by (5.1) in terms of the measure φ0
p,q. In the light of

Theorem 7.3(b), we have that

θ0(p, q) = µ(|Cp| = ∞),

where µ is given in Theorem 7.2. Therefore

θ0(p, q) − θ0(p−, q) = lim
p′↑p

µ
(

|Cp| = ∞, |Cp′ | <∞
)

(7.32)

= µ
(

|Cp| = ∞, |Cp′ | <∞ for all p′ < p
)

.

Let p > pc(q) and suppose |Cp| = ∞. If pc(q) < α < p, there exists a.s. an α-open
infinite cluster Iα, and furthermore Iα is a.s. a subgraph of Cp, since otherwise
there would exist at least two infinite p-open clusters (an event having probability
0, by Theorem 3.3). It follows that there exists a p-open path π joining the origin
to some vertex of Iα. Such a path π has finite length and each edge e in π satisfies
ζ(e) > 1 − p; therefore β = min{ζ(e) : e ∈ π} satisfies β > 1 − p. If p′ satisfies
p′ ≥ α and 1 − β < p′ < p then there exists a p′-open path joining the origin to
some vertex of Iα, so that |Cp′ | = ∞. However p′ < p, implying that the event on
the right-hand side of (7.32) has probability zero, as required. �

Proof of non-Feller property. Finally we show (as promised before Lemma 7.5) that
the processes Lbp,t are not Feller. For simplicity we take d = 2 and b = 0; a similar
argument is valid for d > 2 and/or b = 1. Take e to be the edge with endpoints
(0, 0) and (1, 0), and let f be the indicator function of the event that the edge e is
open. We shall show that the function U0

s f is not continuous for sufficiently small
positive values of s, where U0

s is the transition semigroup associated with L0
p,t. Let

V be the set of vertices x = (x1, x2) satisfying

either x1 ≥ |x2| + 1, or −x1 ≥ |x2|,

and let EV be the set of edges having both endpoints in V ; note that e ∈ EV .
Fix a positive integer n, and let ∆ be the box [−n, n]2. Let ω0, ω1 (∈ Ω) be the
configurations given by

ωb(f) =











1 if f ∈ E∆ ∩ EV ,

0 if f ∈ E∆ \ EV ,

b otherwise,

where b = 0, 1.

Note that ω0 and ω1 depend on n, and also that ω1 /∈ D0(e) but ω0 ∈ D0(e).
Taking ω0 and ω1 as initial configurations, we claim that this property persists
with strictly positive probability for a non-zero time-interval, under the evolution
according to the appropriate semigroup U0

s .
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For b = 0, 1, let Kb
Λ,t be the process πpZ

(ζb,0)
Λ,t for some ζb satisfying ωb = πpζ

b;

the value of ζb is otherwise immaterial. We write Kb
t = limΛ→Zd Kb

Λ,t, which

limit exists by the usual monotonicity. We claim that there exist ǫ, η (> 0), not
depending on the value of n, such that

(7.33) P
(

K1
η(e) = 1, K0

η(e) = 0
)

> ǫ.

This implies that

P (K1
η(e) = 1) − P (K0

η(e) = 1) > ǫ,

irrespective of the value of n, and therefore that the semigroup U0
s is not Feller. In

order to prove (7.33), we use a percolation argument. Let η > 0. For each edge f ,
we set Xf = 0 if none of the processes A(f), B(f), C(f) have fired during the time-
interval [0, η], and Xf = 1 otherwise. Since the sum of the intensities of these three
processes is q + 1, we have that {Xf : f ∈ E} is a family of independent Bernoulli

variables with common parameter 1 − e−(q+1)η. Choose η sufficiently small such
that

1 − e−(q+1)η < 1
4 ,

noting that 1
4

is less than the critical probability of bond percolation on the square
lattice (see [26]). Routine percolation arguments may now be used to obtain that
there exists ǫ′ > 0 such that

P
(

K1
Λ,η /∈ D0(e), K0

Λ,η ∈ D0(e) for all t ∈ [0, η]
∣

∣

∣
Xe = 0

)

> ǫ′,

for all Λ containing [−2n, 2n]2. Suppose that A(e) and B(e) do not fire during
[0, η], but that C(e) does indeed fire once, with an associated value σ satisfying
σ < 1 − p. At this time T of firing, the edge e is removed from the lower process
K0

Λ,T but not from the upper process K1
Λ,T , for all large Λ. Therefore

P
(

K1
Λ,η(e) = 1, K0

Λ,η(e) = 0
)

> ǫ, for all Λ containing [−2n, 2n]2,

with ǫ = ǫ′(1 − p)e−2η{(q − 1)ηe−(q−1)η}. Now take the limit as Λ → Z
d to obtain

(7.33). �
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6. Barsky, D. J., Newman, C. M., and Grimmett, G. R. (1991). Percolation in half spaces: equal-
ity of critical probabilities and continuity of the percolation probability. Probability Theory

and Related Fields 90, 111–148.

7. Baxter, R. J. (1982). Exactly Solved Models in Statistical Mechanics. Academic Press, London.

8. Beijeren, H. van (1975). Interface sharpness in the Ising system. Communications in Mathe-
matical Physics 40, 1–6.

9. Berg, J. van den and Keane, M. (1985). On the continuity of the percolation probability

function. Particle Systems, Random Media and Large Deviations (R. T. Durrett, ed.), Con-
temporary Mathematics Series, vol. 26, AMS, Providence, R. I., pp. 61–65.

10. Bezuidenhout, C. E., Grimmett, G. R., and Kesten, H. (1993). Strict inequality for critical
values of Potts models and random-cluster processes. Communications in Mathematical Phy-

sics 158, 1–16.

11. Blumenthal, R. M. and Getoor, R. K. (1968). Markov Processes and Potential Theory. Aca-
demic Press, New York.

12. Bollobás, B. (1985). Random Graphs. Academic Press, London.

13. Bollobás, B., Grimmett, G. R., and Janson, S. (1993). The random-cluster process on the

complete graph (to appear).

14. Burton, R. M. and Keane, M. (1989). Density and uniqueness in percolation. Communications

in Mathematical Physics 121, 501–505.

15. Chayes, J. T., Chayes, L., and Schonmann, R. H. (1987). Exponential decay of connectivities
in the two dimensional Ising model. Journal of Statistical Physics 49, 433–445.

16. Dobrushin, R. L. (1968). Gibbsian random fields for lattice systems and pairwise interactions.
Functional Analysis and its Applications (in translation) 2, 292–301.

17. Dobrushin, R. L. (1972). Gibbs states describing coexistence of phases for a three-dimensional
Ising model. Theory of Probability and its Applications 17, 582–600.

18. Edwards, R. G. and Sokal, A. D. (1988). Generalization of the Fortuin–Kasteleyn–Swendsen–

Wang representation and Monte Carlo algorithm. The Physical Review D 38, 2009–2012.

19. Fortuin, C. M. (1971). On the random-cluster model. Doctoral thesis, University of Leiden.

20. Fortuin, C. M. (1972). On the random cluster model. II. The percolation model. Physica 58,
393–418.

21. Fortuin, C. M. (1972). On the random cluster model. III. The simple random-cluster process.
Physica 59, 545–570.

22. Fortuin, C. M. and Kasteleyn, P. W. (1972). On the random cluster model. I. Introduction

and relation to other models. Physica 57, 536–564.

23. Gandolfi, A., Keane, M., and Newman, C. M. (1992). Uniqueness of the infinite component

in a random graph with applications to percolation and spin glasses. Probability Theory and
Related Fields 92, 511–527.

24. Georgii, H.-O. (1988). Gibbs Measures and Phase Transitions. Walter de Gruyter, Berlin.

25. Grimmett, G. R. (1978). The rank functions of large random lattices. Journal of London

Mathematical Society 18, 567–575.

26. Grimmett, G. R. (1989). Percolation. Springer-Verlag, Berlin.



48 GEOFFREY GRIMMETT

27. Grimmett, G. R. (1993). Differential inequalities for Potts and random-cluster processes.

Cellular Automata and Cooperative Systems (N. Boccara et al., eds.), Kluwer, Dordrecht,
pp. 227–236.

28. Grimmett, G. R. (1994). Potts models and random-cluster processes with many-body inter-

actions. Journal of Statistical Physics 75, 67–121.

29. Grimmett, G. R. (1994). The random-cluster model. Probability, Statistics and Optimisation

(F. P. Kelly, ed.), John Wiley & Sons, Chichester, pp. 49–63.

30. Grimmett, G. R. (1994). Percolative problems. Probability and Phase Transition (G. R. Grim-
mett, ed.), Kluwer, Dordrecht, pp. 69–86.

31. Grimmett, G. R. (1995). Comparison and disjoint-occurrence inequalities for random-cluster

models. Journal of Statistical Physics 78, 1311–1324.

32. Grimmett, G. R. and Marstrand, J. M. (1990). The supercritical phase of percolation is well

behaved. Proceedings of the Royal Society (London), Series A 430, 439–457.

33. Grimmett, G. R. and Stirzaker, D. R. (1992). Probability and Random Processes. 2nd edn.
Oxford University Press, Oxford.

34. Hara, T. and Slade, G. (1990). Mean-field critical behaviour for percolation in high dimensions.

Communications in Mathematical Physics 128, 333–391.

35. Higuchi, Y. (1991). Level set representation for the Gibbs state of the ferromagnetic Ising
model. Probability Theory and Related Fields 90, 203–221.

36. Hintermann, D., Kunz, H., and Wu, F. Y. (1978). Exact results for the Potts model in two

dimensions. Journal of Statistical Physics 19, 623–632.

37. Holley, R. (1974). Remarks on the FKG inequalities. Communications in Mathematical Phy-

sics 36, 227–231.

38. Holley, R. and Stroock, D. (1976). A martingale approach to infinite systems of interacting
particles. Annals of Probability 4, 195–228.

39. Ising, E. (1925). Beitrag zur theorie des ferromagnetismus. Zeitschrift für Physik 31, 253–258.

40. Kasteleyn, P. W. and Fortuin, C. M. (1969). Phase transitions in lattice systems with random

local properties. Journal of the Physical Society of Japan 26, 11–14, Supplement.

41. Kesten, H. (1980). The critical probability of bond percolation on the square lattice equals 1

2
.

Communications in Mathematical Physics 74, 41–59.

42. Kesten, H. (1986). Aspects of first-passage percolation. Ecole d’Eté de Probabilités de Saint
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47. Lebowitz, J. and Martin-Löf, A. (1972). On the uniqueness of the equilibrium state for Ising
spin systems. Communications in Mathematical Physics 25, 276–282.

48. Liggett, T. M. (1985). Interacting Particle Systems. Springer-Verlag, Berlin.

49. Martirosian, D. H. (1986). Translation invariant Gibbs states in the q-state Potts model.

Communications in Mathematical Physics 105, 281–290.

50. Meester, R. (1994). Uniqueness in percolation theory; a review. Statistica Neerlandica (to

appear).

51. Menshikov, M. V. (1987). Quantitative estimates and rigorous inequalities for critical points
of a graph and its subgraphs. Theory of Probability and its Applications 32, 544–547.

52. Newman, C. M. (1994). Disordered Ising systems and random cluster representations. Proba-

bility and Phase Transition (G. R. Grimmett, ed.), Kluwer, Dordrecht, pp. 247–260.

53. Newman, C. M. and Schulman, L. S. (1981). Infinite clusters in percolation models. Journal

of Statistical Physics 26, 613–628.



RANDOM-CLUSTER MEASURES AND PROCESSES 49

54. Onsager, L. (1944). Crystal statistics, I. A two-dimensional model with an order-disorder

transition. The Physical Review 65, 117–149.
55. Pfister, C.-E. (1982). Translation invariant equilibrium states of ferromagnetic abelian lattice

systems. Communications in Mathematical Physics 86, 375–390.

56. Pisztora, A. (1993). Surface order large deviation behavior of the Ising model in the phase
transition regime: a Fortuin–Kasteleyn percolation analysis, D. Math. thesis, ETH, Zürich.
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