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Probability and Measure 3

Note. Unless otherwise specified, (€2, F, 1) denotes a measure space, and (2, F, P)
a probability space.
1. Let g : R — R be convex in the sense that:

gtz + (1 —t)y) <tg(z)+ (1 —t)g(y), r,yeR, 0<t <1,

Show that g has supporting tangents in the sense that: for x € R, there exists
A € R such that g(y) > g(z) + A(y — x) for all y.

2. Prove that the space L>°(Q, F, u) is complete.

3. Let p> 1, and let f,, f be measurable functions. Show that f, converges to f in
measure whenever f, — f in LP, but that the converse is not true.

4. Let X be a random variable, p > 1, and write Y = | X|. Show that
E(Y?) :/ prPIP(Y > 2) dx.
0

(a) If E(YP) < oo, show that P(Y > z) = o(x™P) as © — 0.
(b) If P(Y > z) = o(z™P), show that E(Y?) < oo for 1 < g < p.

5. Show that random variables X and Y on (2, F,P) are independent if and only if,
for all measurable g, h: R — R such that g(X), h(Y) are integrable,

6. Let X be a random variable whose moment generating function M (t) = E(e!¥) i

finite on some neighbourhood of the origin. Show that

S

P(X >x) < ;%g{e_mM(t)}, x> E(X).

7. (Continuation) Let X;, Xo,... be independent identically distributed random
variables with moment generating function M (t) and mean value m. Assume that
M is finite on some neighbourhood of the origin. Show that S,, = >~ | X, satisfies

P(S,, > na) < Aa)”, a>m,

where A(a) = inf;cr{e "M (t)}. Compute A(a) when the X; have the exponential
distribution with parameter 1, and a > 1.

8. Let (X,, : m > 1) be a sequence of identically distributed random variables in
L?(P). Let € > 0. Show that P(|X1| > ey/n) = o(n™!) as n — oo, and that

1
NG max | Xk — 0 in probability and in L.
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. Let ‘H be a closed linear space of L*(Q, F,u) with the L? norm || - || = || - || and

the inner product (-,-). Show the ‘Pythagoras’ and ‘parallelogram rules’,

1F +gl* = 11" +2(f, 9) + llglI*,
1f +gll* + 11f = glI* = 201 £17 + llg11*),

valid for g, f € 'H.

Let Vi, Vs, ... be an increasing sequence of closed subspaces of L?(Q,F, u) such
that V; C Vi for all i. For f € L?, write f,, for the orthogonal projection of f
onto V,,. Show that f,, converges in L2.

Let V, W be closed subspaces of L?(Q2, F,P) such that V' C W. Show that
E(E(X | W) | V) =E(X | V) for X € L2.

Find a uniformly integrable sequence (X, : m > 1) such that X,, — 0 a.s. and
E(sup,, | Xn|) = oc.

Let g : [0,00) — [0, 00) be an increasing function such that g(z)/z — oo as x — oo.
Show that (X,, : n > 1) is uniformly integrable if sup,, E(g(|X,|)) < oco.

Show that the sum X, +Y,, of two uniformly integrable sequences forms a uniformly
integrable sequence.

(a) Suppose that X,, — X in L" where r > 1. Show that (|X,|" : n > 1) is
uniformly integrable, and deduce that E(X]) — E(X") if r is an integer.

(b) Conversely, suppose that (| X,,|" : n > 1) is uniformly integrable where r > 1,
and show that X,, — X in L" whenever X,, — X in probability.

Probability and Measure grg@statslab.cam.ac.uk



