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This paper uses a variety of mathematical models to explore some of the conse-
quences of rapidly growing communications capacity for the evolution of the Inter-
net. It argues that queueing delays may become small in comparison with propaga-
tion delays, and that di¬erentiation between tra¯ c classes within the network may
become redundant. Instead, a simple packet network may be able to support an
arbitrarily di¬erentiated and constantly evolving set of services, by conveying infor-
mation on incipient congestion to intelligent end-nodes, which themselves determine
what should be their demands on the packet network.
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1. Introduction

When a communication network becomes congested, a trade-o¬ must be made be-
tween tra¯ c that is carried and trā c that is not. In telephone networks the tradi-
tional mechanism has been a call admission control, which blocks a newly arriving
call if any of the resources that would be needed by the call are congested. The imple-
mentation of this mechanism has generally required a parallel signalling network, to
monitor resource loads and make admission decisions. In contrast, congestion in the
current Internet causes tra¯ c through a congested resource to su¬er packet loss, and
this in turn causes at least some end-systems to reduce their load on that resource.

In a traditional telephone network, the load of a call is well de ned, and users
tolerate occasional blocking in return for a guaranteed bandwidth for accepted calls.
The statistical properties of packet streams carrying voice, together with the limit
on load achieved by the call admission control, allow queues within the network to
be kept short and quality of service for accepted calls to be assured.

In the Internet, the load imposed by end-systems is much less predictable, and the
bandwidth achieved by a user ®uctuates as a consequence of the behaviour of other
users. Bu¬ers, important since the early days of store-and-forward communication
networks (Kleinrock 1964), are used to smooth statistical ®uctuations in demand for
scarce transmission capacity.

Might it be possible to design a network so that it can carry existing loads on
telephone networks and the Internet, as well as new forms of tra¯ c? A problem is
that some current Internet tra¯ c needs large bu¬ers, causing unacceptable queue-
ing delays for real-time applications such as telephony, a problem compounded by
the current use of packet loss and delay as the default mechanism for deterring
demand. Attempts to solve the problem are generally based on a small number of
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service classes with well-de ned quality and prices, delivered by a network using
queueing mechanisms that treat di¬erently packets belonging to di¬erent classes. By
giving higher priority to some packets, and using large bu¬ers for others, it may
be possible to carry real-time applications over the same transmission capacity as
other less-delay-sensitive tra¯ c. But this approach has drawbacks. In particular,
the development of asynchronous transfer mode (ATM) tra¯ c classes (International
Telecommunications Union 1996) has illustrated some of the di¯ culties of de ning
service categories and incentive-compatible pricing schemes (Songhurst 1999) before
the applications that might use the categories have been invented or have become
widespread.

A body of work is now emerging that takes a radically di¬erent approach to dif-
ferentiated services (see, for example, Crowcroft & Oechslin 1998; Gibbens & Kelly
1999a; Key & McAuley 1999). Its premise is that a simple packet network may be
able to support an arbitrarily di¬erentiated set of services by conveying information
on congestion from the network to intelligent end-nodes, which themselves deter-
mine what should be their demands on the packet network. There would then be
no need for large bu¬ers or priority queues within the network, or for connection
acceptance control at the border of the network. This paper is intended to provide
a brief overview of some of the mathematical models that have been found useful in
the exploration of this approach.

The organization of the paper is as follows. In x 2 we explore the impact of
rapidly growing communications capacity upon queueing delays. Under various scal-
ing regimes we argue that queueing delays become small in comparison with propa-
gation delays. This point is hardly controversial, and yet its consequences are poten-
tially profound. One consequence is that attempts to di¬erentiate between service
classes within the network using discriminatory queueing disciplines may become
redundant. Another consequence is that a very simple network mechanism, the set-
ting of just a single bit to mark some packets (Ramakrishnan & Jain 1990; Floyd
1994), may be enough to implement a smart market (MacKie-Mason & Varian 1994)
for the e¯ cient allocation of resources; since, as end-systems see more packets per
round-trip time, any randomness associated with whether or not a particular packet
is marked becomes less relevant than the proportion of packets marked.

If market mechanisms are able to broadly align supply and demand for commu-
nications capacity, then rather simple models of queueing behaviour may be enough
to understand the dynamics of various load control algorithms. In x 3 we review
a tractable mathematical model of a network carrying adaptive tra¯ c, from end-
systems able to adjust their rates to available bandwidth. Stability, at least on
a time-scale of seconds, is established by the explicit construction of a Lyapunov
function. Stability on shorter time-scales, comparable with round-trip times in the
network, is considered in x 4. Simple queueing models are used to establish su¯ cient
conditions for local stability, in terms of relationships between the gain parameters of
rate or window control algorithms and the marking strategies of resources. A striking
observation is that the lower the bu¬er level at which marking occurs, or the higher
the statistical variability of tra¯ c at the packet level, the fewer the possibilities for
lag-induced oscillatory behaviour.

Gibbens & Kelly (1999b), Tur´anyi & Westberg (1999) and Kelly et al . (2000)
have described how packet marking at congested resources may be used as the basis
for distributed admission control of non-adaptive applications such as traditional
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telephony, without the need for a parallel signalling network. In x 5 we explore the
behaviour of competing aggregates of adaptive tra¯ c and non-adaptive tra¯ c subject
to distributed admission control. In x 6 we consider short transfers, where a  le may
have completed its transmission within a round-trip time. There is no possibility
for adaptive control on such a short time-scale, and the e¬ect of short transfers is
to place a random background load upon the network. A simple queueing model
indicates that this background load may well improve the stability of the adaptive
tra¯ c with which resources are shared.

The marks discussed in this paper give shadow prices at the  nest possible granu-
larity; many choices are possible about the level of aggregation at which the marks
are re®ected as costs or prices to economic agents. For example, the marks could
allow the dispersal of charging operations such as metering, accounting and billing
to customer systems; Briscoe et al . (2000) argue that such an architecture gives sim-
plicity and scalability, without sacri cing commercial ®exibility or security. Or the
marks could be charges to third-party software running on customer systems, soft-
ware which undertakes the risks associated with uncertain network loads and user
behaviour (Semret & Lazar 1999; Key 1999), and presents an economic agent with
pricing choices tailored for that agent.

2. Scalings for queueing delay

In this section we study queueing delay under various scaling regimes where tra¯ c
and capacity grow in line with one another. We shall  nd that, in two of the three
regimes considered, queueing delays decrease.

Let X[s; t] be the amount of work that arrives at a queue in the time-interval
[s; t]. If the queue has a service rate C and no work is lost, then the amount of work
bu¬ered in the queue at time 0 is

Q = sup
u> 0

fX[ ¡ u; 0] ¡ Cug: (2.1)

Assume that the service rate C is adequate, so that Q is de ned as a proper random
variable.

Now suppose that the input to the queue in the time-interval [s; t] becomes

cX

i= 1

aXi[bs; bt]; (2.2)

where the random processes Xi[s; t], i = 1; 2; : : : ; c, are independent and each dis-
tributed as X[s; t]. Let Q(a; b; c) label the random variable de ned by the for-
mula (2.1) when X [s; t] is replaced by expression (2.2) and C is replaced by abcC .
Thus Q(a; b; c) describes the queue length in a system where three forms of scaling
have been applied: the original stream X[s; t] has been increased in volume by a
factor a, speeded up by a factor b, and c streams have been multiplexed. The mean
amount of work arriving at the queue has been increased by a factor abc, as has the
service rate at the queue. Let

½ (a; b; c) = Q(a; b; c)=(abcC);

the queueing delay under the  rst-in- rst-out queueing discipline.
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The impact of the  rst two forms of scaling on queueing delays is straightforward:

½ (a; b; c) = ½ (1; b; c); ½ (a; b; c) = b¡1 ½ (a; 1; c): (2.3)

Certainly, ½ (a; b; c) 6 ½ (a; b; 1), but the precise impact of the multiplexing factor c
depends on the statistical properties of the streams. An illuminating example, illus-
trating the impact of tra¯ c variability on several scales, is provided by a self-similar
tra¯ c model (Willinger et al . 1996). If the increments of Xi[s; t] are stationary,
with Xi[0; t] ¹ N ( ¶ t; ¼ 2t2H), corresponding to fractional Gaussian input with Hurst
parameter H 2 (0; 1), then

½ (a; b; c) = c¡1=(2¡2H) ½ (a; b; 1) (2.4)

(Norros 1994). Observe that short-range order, the case H = 0:5, gives a reduction of
queueing time by a factor c; larger values of H , corresponding to increasing degrees
of long-range order, give even larger reductions.

We have de ned ½ (a; b; c) to be the queueing delay under the  rst-in- rst-out
discipline, but the relationships (2.3){(2.4) hold similarly for other important time
periods that can be expressed in terms of the queue length process, such as the busy
period of the queue. Detailed investigations of queueing time-scales, using real trā c
traces, are described in Courcoubetis et al . (1999) and Gibbens & Teh (1999), and
some of the implications for queueing networks are developed in Wischik (1999a).

We conclude from relations (2.3){(2.4) that the volume scaling parameter a does
not impact on queueing delay, but the speed and multiplexing parameters b and c
both cause substantial reductions in queueing delay. In contrast, propagation delays
depend on the speed of light and are una¬ected by these scalings. These observations
motivate our later models, in which queueing delays and busy periods are assumed
small in comparison with propagation delays, and in which packets are served anony-
mously by a single queue at each resource.

The scalings of this section assume that capacity is adequate: in an overloaded net-
work it is certainly possible to di¬erentiate between tra¯ c classes by using queueing
mechanisms. To assure adequate capacity requires suitable capacity provisioning, to
deal with growth in demand measured over days, weeks or longer (cf. Gibbens et
al ., this issue); we do not consider this topic here. It also requires load control, to
deal with ®uctuations over seconds or less. In the following sections we consider load
control for various types of trā c.

3. Rate control of adaptive tra± c

In this section we outline a tractable mathematical model of a network carrying rate-
adaptive tra¯ c, following the development of Kelly et al . (1998); related approaches
are described in Golestani & Bhattacharyya (1998) and Low & Lapsley (1999). The
algorithm described is closely related to the window-based Congestion Avoidance
algorithm of Jacobson (1988) for  le transfers, but is also intended to model rate-
adaptive real-time applications.

Consider a network with a set J of resources. Let a route r identify a non-empty
subset of J , and write j 2 r to indicate that route r passes through resource j. Let R
be the set of possible routes, and suppose that route r carries a ®ow of rate xr for each
r 2 R. Suppose that as a resource becomes more heavily loaded it generates feedback
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signals intended to indicate congestion to the end-systems or users responsible for
routes passing through that resource.

How might the end-systems react? Consider the system of di¬erential equations

d

dt
xr(t) = µr

±
wr ¡ xr(t)

X

j 2 r

· j(t)

²
; (3.1)

for r 2 R, where

· j(t) = pj

± X

r:j 2 r

xr(t)

²
; (3.2)

for j 2 J . We interpret relations (3.1), (3.2) as follows. We suppose that resource
j marks a proportion pj(y) of packets with a feedback signal when the total ®ow
through resource j is y; and that user r views each feedback signal as a congestion
indication requiring some reduction in the ®ow xr. Then equation (3.1) corresponds
to a rate control algorithm for user r that comprises two components: a steady
increase at rate proportional to wr, and a steady decrease at a rate proportional to
the stream of congestion-indication signals received.

It is shown in Kelly et al . (1998) that

U (x) =
X

r 2 R

wr log xr ¡
X

j 2 J

Z P
r:j2r xr

0

pj(z) dz

is a Lyapunov function for the system of di¬erential equations (3.1), (3.2), and it is
deduced that the unique value x maximizing U (x) is a stable point of the system,
to which all trajectories converge. The variable · j(t) has an interpretation as the
implied shadow price per unit of ®ow through resource j at time t, and, at the stable
point,

xr =
wrP
j 2 r · j

: (3.3)

The weights (wr; r 2 R) determine the share of scarce resources obtained by di¬erent
®ows, and the rates x given by equation (3.3) have an interpretation in terms of a
weighted proportional fairness criterion (Kelly 1997; Crowcroft & Oechslin 1998).

In the current Internet, the rate at which a source sends packets is often controlled
by the Transmission Control Protocol (TCP) of the Internet, implemented as soft-
ware on end-systems (Jacobson 1988). When a resource within the network becomes
overloaded, one or more packets are lost; loss of a packet is taken as an indication
of congestion, the destination informs the source, and the source slows down. The
source then gradually increases its sending rate until it again receives an indication
of congestion. In the future, resources may also have the ability to indicate conges-
tion by marking packets, using an Explicit Congestion Noti cation bit (Floyd 1994),
and current questions concern how packets might be marked and how TCP might
be adapted to react to marked packets. Equation (3.1) describes a form of linear
increase and multiplicative decrease similar (di¬erences are discussed in Key et al .
(1999) and Kelly (2000)) to that used in Jacobson’s (1988) Congestion Avoidance
algorithm, but designed to react less severely to congestion indication signals.
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Observe that if several ®ows r(1); r(2); : : : ; r(n) use an identical set of resources,
r, say, and share the same gain parameter µr(1) = µr(n) = µr, then the behaviour
of the aggregate,

xr(t) =
nX

i= 1

xr(i)(t); (3.4)

may be studied by simply removing the labels r(1); r(2); : : : ; r(n) from the set R,
replacing them by the aggregate label r, and, using the aggregate weight,

wr =
nX

i = 1

wr(i): (3.5)

One consequence of this important scaling property is that the di¬erential equa-
tions (3.1), (3.2) may be used to study the behaviour of the network at various levels
of aggregation. In the next section we consider forms of packet-level behaviour that
lead to these equations, with each route r corresponding to an individual ®ow, while
in x 4 we use the equations to study the behaviour of large aggregates in competition
with other forms of tra¯ c.

4. Packet-scale behaviour

In this section we describe how the di¬erential equations (3.1), (3.2) might arise
naturally from the detailed packet-level behaviour of end-system and resources, and
consider stability over time-scales comparable with round-trip times in the network.
The impact of time-lags on the stability of equations (3.1), (3.2) has been consid-
ered in the network context by Kelly et al . (1998), Tan (1999) and Johari & Tan
(2000). Our emphasis here is on how the packet-level behaviour of marking strategies
determines the functions pj , j 2 J , appearing in these treatments.

We begin by noting the important self-clocking feature of Jacobson’s (1988) algo-
rithm: the sender uses an acknowledgement from the receiver to prompt a step for-
ward, and this produces a key dependence on the round-trip time T of the connec-
tion. In more detail, TCP maintains a window of transmitted but not yet acknowl-
edged packets; the rate x and the window size cwnd satisfy the approximate relation
cwnd = xT . Each positive acknowledgement increases the window size cwnd by
1=cwnd; each congestion indication halves the window size.

Consider a variant constructed by incrementing cwnd by

·µ

±
·w

cwnd
¡ f

²
;

per acknowledgement, where f = 1 or 0 according to whether the packet acknowl-
edged was marked or not. Since the time between update steps is about T=cwnd, the
expected change in the rate x per unit time is approximately

·µ(( ·w=cwnd) ¡ p)=T

T=cwnd
= µ(w ¡ xp);

where µ = ·µ=T , w = ·w=T and p is the probability of a mark. This expression
corresponds with the form of linear increase and multiplicative decrease described
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by equation (3.1), where the probability a packet is marked somewhere along its route
is approximated by the sum of the marking probabilities at the separate resources
along that route.

The model (3.1), (3.2) ignored round-trip times within the network, in order to
explore broader aspects of dynamical behaviour. Next we consider the impact of
round-trip times on stability, for a very simple example.

Consider a collection of streams all using a single scarce resource. Let the round-
trip time be T for each connection, and suppose connections share the same gain
parameter µ. Then equations (3.1), (3.2) become, aggregating all connections into a
total ®ow x and taking the time-lag into account:

d

dt
x(t) = µ(w ¡ x(t ¡ T )p(x(t ¡ T ))): (4.1)

The unique equilibrium point of this system does not depend on the round-trip time
T , but its stability does. To explore this issue, we  rst recall some facts about the
linear retarded equation,

d

dt
u(t) = ¡ ¬ u(t ¡ T ); (4.2)

where ¬ > 0. Solutions to equation (4.2) converge to zero as t increases if ¬ < º =2T ,
and the convergence is non-oscillatory if ¬ < 1=eT (see Hale (1977) and Johari &
Tan (2000) for a discussion of the multi-dimensional network generalization).

Let x be the equilibrium point of the system (4.1), let x(t) = x + u(t), and write
p, p0 for the values of the functions p( ), p0( ) at x. Observe that x, p are related
by xp(x) = w; we assume that the capacity of the resource C is adequate, i.e.
w < C. Then, linearizing the system (4.1) about x, we obtain equation (4.2) with
¬ = µ(p + xp0). Hence, the equilibrium point of the di¬erential equation (4.1) is
stable, and the local convergence is non-oscillatory, if

µT (p + xp0) < e¡1; (4.3)

stability alone is assured if condition (4.3) is satis ed with e¡1 replaced by º =2.
Next we explore some simple forms for the function p(x). Suppose that the work-

load arriving at the resource over a time-period ½ is Gaussian, with mean x½ and
variance x½ ¼ 2, and that a packet is marked if when it arrives the workload already
present in the queue is larger than a threshold level B. Then, from the stationary
distribution for a re®ected Brownian motion (Harrison 1985),

p(x) = exp

»
¡ 2B(C ¡ x)

x¼ 2

¼
; (4.4)

and the condition (4.3) for a non-oscillatory stable equilibrium becomes

µT

±
1 +

2BC

x¼ 2

²
p(x) <

1

e
: (4.5)

The left-hand side of relation (4.5) is increasing in w (= xp(x)), and so the relation
is satis ed for any w < C if

µT

±
1 +

2B

¼ 2

²
<

1

e
: (4.6)
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Note that as the threshold level B increases, or as the variability of tra¯ c at
the packet level ¼ 2 decreases, the greater the possibilities for lag-induced oscillatory
behaviour. The reason is straightforward: increasing B or decreasing ¼ 2 causes p0 to
increase. This increased sensitivity of the resource’s load response may compromise
stability, unless there is a corresponding decrease in µT , the sensitivity of response
of end-systems to marks. (Recall that for the self-clocking window control algorithm
described earlier in this section, µT = ·µ is the window size decrement made by an
end-system in response to a marked packet.) The magnitudes of µ, p0 also a¬ect
the variance about the equilibrium point in the presence of noise, and speed of
convergence (Kelly et al . 1998): broadly, smaller values of µ or larger values of p0

lessen the random ®uctuations of rates at equilibrium, while larger values of µ or
larger values of p0 increase the speed with which changes in parameters such as w
may be tracked.

Many variants of the above packet marking algorithm can be analysed. For exam-
ple, suppose we mark a packet with probability 1 ¡ exp( ¡ qW ) if it arrives to  nd a
workload of W already present (the Random Early Marking proposal of Lapsley &
Low (1999), a variant of the Random Early Detection proposal of Floyd & Jacob-
son (1993); see also Floyd (1994)). Then the probability that a packet is marked is
readily deduced to be

p(x) =
qx¼ 2

qx¼ 2 + 2(C ¡ x)
; (4.7)

and a simple calculation shows that condition (4.3) is satis ed for any w < C if

µT

±
1 +

2

q¼ 2

²
<

1

e
: (4.8)

Observe the correspondence between q¡1 in relation (4.8) and the threshold level B
in the earlier relation (4.6): indeed the second algorithm corresponds to randomly
resetting the threshold level upon each arrival, according to an exponential distribu-
tion with mean q¡1.

A suggestion of Gibbens & Kelly (1999a) is that a virtual bu¬er be maintained of
 nite size B, and that from the time of a virtual bu¬er over®ow to the end of the
virtual bu¬er’s busy period, all packets leaving the real queue be marked. Thus the
virtual bu¬er’s contents evolve as if over®ow is lost, while the real bu¬er may or may
not have loss. For our Gaussian tra¯ c model, the rate at which workload over®ows
the virtual bu¬er is

L(x; C) = (C ¡ x)

±
exp

»
2B(C ¡ x)

x¼ 2

¼
¡ 1

²¡1

(Harrison 1985) and the proportion of workload marked is given by

p(x) = ¡ d

dC
L(x; C):

Virtual loss from the virtual bu¬er causes the function p(x) to increase more slowly
as x approaches C , and this reduces the maximum value of the stability factor p +xp0

appearing in relation (4.3) (see  gure 1).
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Figure 1. Marking probabilities (a) and stability factors (b) for the threshold, Random Early
Marking and virtual bu® er algorithms, for B=¼ 2 = 5; q = B ¡ 1 .

Motivations for di¬erent marking strategies, and hence for di¬erent functions p(x),
are many and varied (in addition to the references above and the seminal paper of
Ramakrishnan & Jain (1990), the interested reader should see Wischik (1999b)).
But, in general, the higher the bu¬er level at which marking occurs, the greater
the possibility of lag-induced oscillatory behaviour. An additional e¬ect becomes
apparent if the bu¬er level at which marking occurs is so high that the time taken
by the queue to build up becomes comparable with round-trip times. In this case it
becomes necessary to model instantaneous queue size as well as source rates in any
dynamical representation. Bolot & Shankar (1990), Fendick et al . (1992) and Bonomi
et al . (1995) have considered deterministic models of this form, establishing the local
instability of the equilibrium point whatever gain parameters are used. Fendick et
al . (1992) provide a careful analysis of the limit cycle behaviour, showing that the
queue necessarily hits zero in each cycle.

The approach described in this paper, appropriate when marking occurs at much
lower bu¬er levels, treats the stochastic e¬ects present on the queueing time-scale
as essential features of system behaviour, which are averaged out over round-trip
times. The speci c functions p(x) used in this section help us understand the impact
of threshold levels and tra¯ c variability at the packet level, but their precise forms
are not essential for the results of the previous section, where it is enough that p(x)
be smoothly increasing. Provided packet marking algorithms do not destabilize the
feedback loops created by adaptive applications, the di¬erential equations of the
last section should represent the dynamical behaviour of the network on time-scales
longer than a few round-trip times.

5. Distributed admission control

Gibbens & Kelly (1999b), Tur´anyi & Westberg (1999) and Kelly et al . (2000) have
described how packet marking at congested resources allows resource allocation deci-
sions to be distributed to the edges of networks or to end-systems, and have developed
various models for the resulting distributed admission control. In this section we con-
sider a network carrying rate-adaptive real-time trā c, of the form discussed in x 3,
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and non-adaptive tra¯ c which is subject to distributed admission control. Our aim
is to explore the behaviour of competing aggregates of adaptive and non-adaptive
tra¯ c.

Suppose that routes s 2 S carry non-adaptive tra¯ c, described as follows. Calls
wishing to use route s arrive at the network in a stream of rate ¸ s. When a call arrives
a set of ms probe packets is transmitted along route s, and the call is rejected and lost
if any of these probe packets is marked. Otherwise the call is accepted and produces
a ®ow of unit mean rate for a call holding period of unit mean. Let ys(t) represent
the aggregate ®ow along route s. Consider the equations

d

dt
ys(t) = ¸ s

±
1 ¡ ms

X

j 2 s

· j(t)

²
¡ ys(t); (5.1)

for s 2 S, where

· j(t) = pj

± X

r:j 2 r

xr(t) +
X

s:j 2 s

ys(t)

²
; (5.2)

for j 2 J , together with equation (3.1) for r 2 R. Equation (5.2) gives the propor-
tion of packets marked by resource j, and this depends on the total of both adap-
tive and non-adaptive tra¯ c. As before, equation (3.1) describes adaptive tra¯ c on
route r, although now xr , wr correspond to an aggregate of ®ows, as described by
equations (3.4), (3.5). Equation (5.1), describing the aggregate non-adaptive trā c
on route s, corresponds to an assumption that marking probabilities are small and
approximately independent for each of the ms probe packets of a call attempting
route s. The equations treat the average ®ow along a route as evolving smoothly on
a time-scale comparable with a call holding time, and correspond to a scaling regime
where the number of calls carried on routes is large, a regime studied in detail by
Zachary (2000).

A straightforward exercise in partial di¬erentiation yields that the strictly concave
function

U (x; y) =
X

r 2 R

wr log xr +
X

s2 S

1

ms

±
ys ¡ y2

s

2 ¸ s

²
¡

X

j 2 J

Z P
r:j2r xr +

P
s:j2s ys

0

pj(z) dz

(5.3)

is a Lyapunov function for the system of di¬erential equations (3.1), (5.1), (5.2); hence
the unique value (x; y) maximizing U (x; y) is a stable point of the system, to which
all trajectories converge. If calls have ®ow rates and holding times that depend on s,
then the natural generalization of equation (5.1) again has an associated Lyapunov
function of the form (5.3): the parameter ¸ s is the product of the arrival rate, the
®ow rate and the mean call holding time for calls of type s, i.e. the o¬ered load on
route s measured in Erlangs.

Thus the system implicitly trades o¬ the bene ts of the two types of trā c, as
represented by the  rst two terms of expression (5.3). For example, if the load wr

of adaptive tra¯ c on route r gradually increases, then the stable point (x; y) will
gradually shift, and in particular xr will gradually increase, as expression (5.3) places
more weight on the term wr log xr . Or, if the o¬ered load ¸ s of non-adaptive trā c
on route s gradually increases, then ys will gradually increase.
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In this section equations (3.1), (5.1), (5.2) are used to represent aggregates of
tra¯ c. At a  ner level of detail, the number of calls on route s will ®uctuate randomly,
with ys corresponding to a mean value (Kelly et al . 2000). The impact of non-adaptive
tra¯ c on the form of the functions pj ; j 2 J , will be treated in the next section.

For  le transfers, rather than rate-adaptive real-time tra¯ c, di¬erent models are
appropriate, since the transfer time and the average rate will be inversely propor-
tional, rather than, as in the model above, independent. Gibbens & Kelly (1999a)
discuss algorithms for  le transfers similar to Jacobson’s (1988) Slow Start algorithm,
which rapidly increase the transfer rate in the absence of congestion, but back-o¬
otherwise. Key & Massoulíe (1999) develop a network model for mixtures of  le
transfers and rate-adaptive real-time trā c in which  le transfers are either done at
maximal speed or not at all.

6. Short transfers

At the start of a  le transfer the congestion window maintained by TCP increases
exponentially, doubling every round-trip time, until congestion is detected (the Slow
Start algorithm of Jacobson (1988)), whereupon TCP switches to the Congestion
Avoidance behaviour sketched in x 4. Short  les may well have completed their trans-
fer before congestion is detected. The performance of a short transfer could clearly
be improved by increasing the initial congestion window size, and the rate of expo-
nential growth could also be varied, either up or down. Crowcroft & Oechslin (1998)
discuss how a di¬erent rate of growth could be implemented; Key & Massoulíe (1999)
develop a theoretical framework for the choice of the rate of growth, where the choice
is made by a risk-averse end-system possessing a prior distribution for the marking
probability. Similarly a choice of initial window might reasonably depend upon an
end-system’s prior distribution, based on past experience (over preceding hours or
days) of transfers from a given location.

Feedback from the network, in the form of marked packets, would then a¬ect the
choice of initial window and rate of growth of a short transfers, but only on a long
time-scale corresponding to the accumulation of information from prior experience
of the network. On shorter time-scales, comparable with round-trip times, the e¬ect
of short transfers will be to place an uncontrolled and random background load upon
the network. If this background load on a resource over a time-period ½ is Gaussian,
with mean u½ and variance u½ v2, then equation (4.4) for threshold marking should
be replaced by

p(x) = exp

»
¡ 2B(C ¡ x ¡ u)

x¼ 2 + uv2

¼
; (6.1)

and condition (4.3) for a non-oscillatory stable equilibrium is satis ed for any w <
C ¡ u if

µT

±
1 +

2B(C ¡ u)

(C ¡ u) ¼ 2 + uv2

²
<

1

e
:

Alternatively, for the Random Early Marking algorithm, equation (4.7) becomes

p(x) =
q(x¼ 2 + uv2)

q(x¼ 2 + uv2) + 2(C ¡ x ¡ u)
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and condition (4.8) becomes

µT

±
1 +

2(C ¡ u)

q((C ¡ u) ¼ 2 + uv2)

²
<

1

e
:

Thus we observe two major e¬ects of the background load: the condition w < C
for adequate capacity becomes the more onerous condition u + w < C; but, pro-
vided this condition is met, the further condition for the equilibrium to be stable
and non-oscillatory is more easily met the larger the in nitesimal variance v2 of the
background load. Additional variability caused by short transfers lessens the sensi-
tivity of the resource’s load response, and this improves the stability of the feedback
loops created by adaptive tra¯ c.

7. Conclusion

A consequence of rapidly growing communications capacity may be that it becomes
feasible to align supply and demand, and that queueing delays become small in com-
parison with propagation delays. In such circumstances, a simple packet network
may be able to support an arbitrarily di¬erentiated and constantly evolving set of
services, by conveying information on incipient congestion to intelligent end-nodes
which themselves determine what should be their demands on the packet network.
This paper has outlined work on the stability of such a self-managed network, with
illustrative results for the cases of adaptive and non-adaptive tra¯ c, and short trans-
fers.

I am grateful to the organizers of the meeting, and to the EPSRC for its support with computing
facilities under grant no. GR/M09551.
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