ABSTRACT
Dynamic multi-path routing has the potential to improve the reliability and performance of a communication network, but carries a risk. Routing needs to respond quickly to achieve the potential benefits, but not so quickly that the network is destabilized. This paper studies how rapidly routing can respond, without compromising stability.

We present a sufficient condition for the local stability of end-to-end algorithms for joint routing and rate control. The network model considered allows an arbitrary interconnection of sources and resources, and heterogeneous propagation delays. The sufficient condition we present is decentralized: the responsiveness of each route is restricted by the round-trip time of that route alone, and not by the round-trip times of other routes. Our results suggest that stable, scalable load-sharing across paths, based on end-to-end measurements, can be achieved on the same rapid time-scale as rate control, namely the time-scale of round-trip times.
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1. INTRODUCTION
Historically, the primary purpose of IP routing has been to maintain connectivity in the presence of topology changes and network failures. IP routing typically chooses the shortest path to the destination, based on simple metrics like hop count or distance. While the simplicity of this approach has made IP routing highly scalable, there has long been a desire to improve the reliability and performance of the Internet through the use of routing metrics that are more sensitive to congestion [28]. More recently there has also been increasing interest in multi-path routing, motivated by applications to ad-hoc networks [4, 11] and overlay TCP [7], and by perceived problems with current routing protocols [21, 29]. But despite the potential advantages of dynamic routing, it has in the past been difficult to deploy in packet-based networks like the Internet because of potential instability, manifested as routing oscillations [26].

In recent years theoreticians have developed a framework that allows a congestion control algorithm such as Jacobson’s TCP [9] to be interpreted as a distributed mechanism solving a global optimization problem: for reviews see [12, 19, 20, 22]. The framework is based on fluid-flow models, and the form of the optimization problem makes explicit the equilibrium resource allocation policy of the algorithm, which can often be restated in terms of a fairness criterion. And the dynamics of the fluid-flow models allow the machinery of control theory to be used to study stability, and to develop rate control algorithms that scale to arbitrary capacities [14, 19, 22].

Han et al. [7] have used the framework to study multi-path routing in the Internet. They have presented an algorithm that can be implemented at sources to optimally split the flow between each source-destination pair, and they develop a sufficient condition for the local stability of the algorithm. The condition is decentralized in the sense that the gain parameters for the routes serving a particular source-destination pair are restricted by the round-trip times of those routes, and not by round-trip times elsewhere in the network.

In this paper we improve on this result, and present an algorithm with a sufficient condition for local stability that is decentralized in the stronger sense that the gain parameter for each route is restricted by the round-trip time of that route, but not by the round-trip times of other routes, even those other routes serving the same source-destination pair.

The condition we derive is conceptually simpler than that of [7], and is less demanding in the case where the round-trip times associated with a source-destination pair are highly heterogeneous. The sufficient condition is a generalization of Vinnicombe’s [23] original condition for the single path case, and depends explicitly on the fairness criterion implemented by the algorithm. The sufficient condition constrains the speed of routing adaptation to essentially the same time-scale as is allowed for rate control.
In this paper we are modelling networks with path diversity, i.e. systems where at least some source-destination pairs have access to two or more different routes. At the minimum, we assume that, for these source-destination pairs, the source can send different flows addressed to the same destination over different routes, for example, through different Internet service providers, or different initial wireless links. We note that explicit support for edge routing is not currently available in the Internet, but it is enough for our purpose that by some means or other it is possible to create some path diversity.

A helpful distinction, developed by Zhu et al. [29], is to view routing information as separated into its structural and dynamic components, the former being concerned with the existence of links, and the latter with the quality of paths across the network. We suppose that the routes available, however discovered, are fixed on the time-scale we are considering. Our focus in this paper is the stability or otherwise of the system’s response to dynamic information.

More formally, we suppose the network comprises an interconnection of a set of sources, S, with a set of resources, J. Each source s ∈ S identifies a unique source-destination pair. Associated with each source is a collection of routes, each route being a set of resources. If a source s transmits along a route r, then we write v ∈ s. Likewise, if a route r uses a resource j we write j ∈ r. For a route r we let s(r) be the (unique) source such that r ∈ s(r). We let R denote the set of all routes.

We make no assumptions about whether the routes r ∈ s are disjoint. Clearly the ability to generate resource disjoint routes will assist in the construction of highly robust end-to-end communication for the source-destination pair labelled by s, but our model also covers the case where some or all of the routes r ∈ s share some path segments. 

In our model a route r has associated with it a flow rate x_r(t) ≥ 0, which represents a dynamic fluid approximation to the rate at which the source s(r) is sending packets along route r at time t. 

For each route r and resource j ∈ r, let T_{jr} denote the propagation delay from s(r) to j, i.e. the length of time it takes for a packet to travel from source s(r) to resource j along route r. Let T_r denote the propagation delay from j to s(r), i.e. the length of time it takes for congestion control feedback to reach s(r) from resource j along route r. In the protocols we shall be considering, a packet must use a resource j when j ∈ r. For a route r we let s(r) be the (unique) source such that r ∈ s(r). We let R denote the set of all routes.

We are now ready to introduce our fluid-flow model of joint routing and rate control:

\[
\frac{d}{dt} x_r(t) = \kappa_r x_r(t) \left( 1 - \frac{\lambda_r(t)}{U_s(r)(y_s(t))} \right) \quad \text{for all } r \in R \tag{1}
\]

where

\[
\lambda_r(t) = \sum_{j \in r} \mu_j(t - T_{jr}), \tag{2}
\]

\[
\mu_j(t) = \mu_j(t), \quad z_j(t) = \sum_{r \in j} x_r(t - T_{jr}) \tag{3}
\]

and

\[
y_s(t) = \sum_{r \in s} x_r(t - T_r). \tag{4}
\]

Here and throughout we assume that, unless otherwise specified, j ranges over the set J, r ranges over the set R, and s ranges over the set S.

We motivate (1-4) as follows. The flow through resource j at time t, z_j(t), comes from routes r that pass through resource j; and the flow that resource j sees at time t on route r left its source a time T_{jr} earlier. If we suppose that resource j adds a price p_j(z_j) onto packets when the total flow through resource j is z_j, then we obtain (3). The total price accumulated by a single packet on route r, and returned to the source s(r) via an acknowledgement received at time t, is given by (2). Finally (1) corresponds to a rate control algorithm for the flow on route r that comprises two components: a steady increase at rate proportional to \( \kappa_r z_j(t) \) and a steady decrease at rate depending on both the price signals arriving back from route r, and the total rate of acknowledgements \( y_s(t) \) over all routes serving the source for route r. We shall see that the functions \( U_s, s \in S \), appearing in (1) determine how resources are shared. And later, in Section 3, we shall reinterpret \( p_j \) as the drop or mark probability at resource j rather than a price.

Although \( y_s(t) \) can be interpreted as the rate of acknowledgements received by source s, an alternative, and possibly more practical, implementation of (4) would be that each packet sent along a route r ∈ s is marked with the flow rate or window size for r at time of sending. The source then computes \( y_s(t) \), according to (4), from the values recorded in returning acknowledgements. Later we shall consider an alternative scheme, where each packet sent by s is marked with the total flow rate over all r ∈ s, and where, when an acknowledgement packet is returned, \( x_r \) is updated according to

\[
\frac{d}{dt} x_r(t) = \kappa_r x_r(t) \left( 1 - \frac{\lambda_r(t)}{U_s(r)(\sum_{a \in s(r)} x_a(t - T_a))} \right) \quad \text{for all } r \in R \tag{5}
\]

The sum \( \sum_{a \in s(r)} x_a(t - T_a) \) is just the total flow rate recorded in a returning acknowledgement. We shall see that this alternative scheme has similar stability properties as those we prove for (1-4).

Under mild assumptions we shall establish that the system (1-4) is locally stable about an equilibrium point, provided the gain parameter \( \kappa_r \) on each route \( r \in R \) satisfies a simple sufficient condition.

As an example of the results in Section 2, suppose that

\[
U_s(y_s) = \frac{w_s y_s^{1-a}}{1-a},
\]

so that the resource shares obtained by different sources are weighted α-fair [18]. When \( w_s = 1, s \in S \), the cases \( \alpha \to 0 \), \( \alpha \to 1 \) and \( \alpha \to \infty \) correspond respectively to an allocation which achieves maximum throughput, is proportionally fair or is max-min fair [18, 22]. TCP fairness, in the case where each source has just a single route, corresponds to the choice \( \alpha = 2 \) with \( w_s \) the reciprocal of the square of the (single) round trip time for source s [17, 22].
Further suppose that
\[ p_j(z_j) = \left( \frac{z_j}{C_j} \right)^\beta, \]  
for constant $C_j$ representing the capacity of resource $j$. Then the sufficient condition for local stability that we obtain is satisfied if, for each $r \in R$,
\[ \kappa_r T_r (\alpha + \beta) < \frac{\pi}{2}. \]

Thus we have a sufficient condition for local stability that restricts the gain parameter $\kappa_r$ on route $r$ by the round-trip time $T_r$ of route $r$, but not by other round-trip times, even those of other routes serving the same source. The condition has a straightforward dependence on the fairness criterion, described by the parameter $\alpha$, as well as the resource responsiveness, described by the parameter $\beta$. Notably, the condition does not depend upon the size of the flow rates $x$ or the congestion feedback $\lambda$, the number of resources on routes, the number of flows on routes or the network topology.

The organization of the paper is as follows. In Section 2 we present the formal analysis of the above model. In particular, we show that the use of delayed information described in (4) corresponds, under linearization, to the introduction of a fictitious link for each source-destination pair into the single route model, and hence leads to a straightforward sufficient condition for stability. The model analysed in Section 2 allows a fairly general form for the functions $U_s$, but is, in some respects, oversimplified. Section 3 considers a more specialized model that better approximates a network like the Internet, where congestion is indicated by a dropped or specialized model that better approximates a network like the Internet, where congestion is indicated by a dropped or marked packet. We propose a routing extension of scalable TCP [14], a variant of TCP with attractive scaling properties that we show are inherited by our multi-path extension. Section 4 concludes with a brief discussion of the implications of our results for the division of routing functionality between layers of the network architecture.

\section{Analysis}

We shall show, in Theorem 1, that an equilibrium point of the system (1-4) solves an optimization problem. We shall then discuss the global stability of the system in the case where there are no propagation delays, before proving our main result, Theorem 2, on the local stability of the system with propagation delays.

First we introduce matrices to succinctly express the relationships between sources, routes and resources. Let $A_{jr} = 1$ if $j \in r$, so that resource $j$ lies on route $r$, and set $A_{jr} = 0$ otherwise. This defines a 0–1 matrix $A = (A_{jr}, j \in J, r \in R)$. Set $H_{sr} = 1$ if $r \in s$, so that route $r$ serves source $s$, and set $H_{sr} = 0$ otherwise. This defines a 0–1 matrix $H = (H_{sr}, s \in S, r \in R)$.

Next we describe our regularity assumptions. Assume that the function $U_s(y_s)$, $y_s \geq 0$, is an increasing function of $y_s$, twice continuously differentiable, with $U''_s(y_s) > 0$ as $y_s \to 0$ and $U''_s(y_s) > 0$ for $y_s > 0$. Thus $U_s(\cdot)$ is strictly concave. Assume that the function $p_j(z_j)$, $z_j \geq 0$, is a non-negative function of $z_j$, continuously differentiable with $p'_j(z_j) > 0$ for $z_j > 0$. Let $C_j(z_j)$ be defined by
\[ C_j(z_j) = \int_0^{z_j} p_j(u) \, du. \]

From our assumptions on $p_j(\cdot)$, the function $C_j(\cdot)$ is strictly convex. The function $C_j(\cdot)$ will in general be parameterised by the capacity $C_j$ of resource $j$, as for example if $p_j(\cdot)$ is given by the form (6).

\textbf{Theorem 1.} If the vector $x = (x_r, r \in R)$ solves the optimization problem
\[
\text{maximize } \sum_{s \in S} U_s(y_s) - \sum_{j \in J} C_j(z_j) \text{ over } x \geq 0,
\]
then $x$ is an equilibrium point of the system (1-4).

\textbf{Proof.} The objective function of the optimization problem (8) is differentiable, and so it is maximized at $(x_r, r \in R)$ if and only if, for each $r \in R$,
\[ x_r \geq 0, \quad U'_s \left( \sum_{r: r \in s} x_r \right) - \sum_{j \in r} p_j \left( \sum_{a: a \in j} x_a \right) \geq 0 \tag{9} \]
and
\[ x_r \cdot \left( U'_s \left( \sum_{r: r \in s} x_r \right) - \sum_{j \in r} p_j \left( \sum_{a: a \in j} x_a \right) \right) = 0. \tag{10} \]

But condition (10) implies that the derivative (1) is zero, after substituting $x_r(t) = x_r, t \geq 0$, into (2-4).

Remark 1. The optimization problem (8) has a long history in connection with road transport networks [1, 27], as well as communication networks [2, 6]. By our assumptions on the functions $U_s(\cdot)$ and $C_j(\cdot)$, there exists a solution to the optimization problem. At an optimum $x = (x_r, r \in R)$ is not necessarily unique, but, by the strict concavity of the functions $U_s(\cdot)$ and the strict convexity of the functions $C_j(\cdot)$, the vectors $y = Hx$ and $z = Ax$ are unique. If $X$ is the set of optima $x$, then $X$ is the intersection of an affine space with the orthant,
\[ X = \{ x : Hx = y, Ax = z \} \cap \{ x : x \geq 0 \}, \]
and is compact.

Remark 2. The set $X$ does not exhaust the equilibria of the system (1-4). For example, $x(t) = 0, t \geq 0$, is also an equilibrium point. The difficulty is that if $x_r(t) = 0$ then $x_r(t) = 0$ for $t > t^*$: the trajectory $x(t)$ can thus become trapped in the face $\{ x : x_r = 0 \}$. Call an equilibrium \textit{spurious} if it is not also an optimum of the optimization problem. To understand better the issue, consider the dynamical system, evolving on $\{ x : x_r \geq 0, r \in R \}$, defined by
\[
\frac{d}{dt} x_r(t) = \kappa_r(x(t)) \left( U'_s \left( y_s(t) \right) - \lambda_0 \right) x_r(t) \quad (11)
\]
with (2-4), where $T_r = 0, r \in R$, and $\epsilon$ is a small positive constant. Assume that $\kappa_r(x)$ is a positive, continuous function bounded away from zero on the set $\{ x : x_r \geq 0, r \in R \}$. Let $X^*$ be the set of optima to the amended optimization problem (8), with $\{ x : x_r \geq 0 \}$ replaced by $\{ x : x_r \geq \epsilon, r \in R \}$. Following [13], rewrite the objective function of (8) as
\[ U(x) = \sum_{s \in S} U_s \left( \sum_{r: r \in s} x_r \right) - \sum_{j \in J} \int_0^{\Sigma_{r: r \in j} x_r} p_j(u)du, \]
and, for the dynamical system (11), calculate
\[
\frac{d}{dt} U(x(t)) = \sum_{r \in R} \frac{\partial U}{\partial x_r} \frac{d}{dt} x_r(t) = \sum_{r \in R} \kappa_r(x(t)) \left( (U'_{x(r)} y_{s(r)} - \lambda_r(t))^2 \right)^{1/2}. 
\]
Hence outside any neighbourhood of \( X \),
\[
\frac{d}{dt} U(x(t)) > 0
\]
and is bounded away from zero. This is enough to ensure that any trajectory of the dynamical system (11) converges to the set \( X \). Thus, at least when there are no propagation delays, the amended system (11) can avoid being trapped at faces. The amendment, which prevents \( x_r(t) \) dropping below a low level \( \epsilon \), can be interpreted as follows: even if a route appears too expensive, a low level of probing should take place, in case the price of the route changes. Any low, but positive, level of probing\(^1\) is sufficient to rule out spurious equilibria, and henceforth we do not explicitly incorporate the parameter \( \epsilon \) within our model (1-4).

We now turn to our main concern, the local stability of the system (1-4).

Define an equilibrium point \( x \) to be interior if it satisfies (9-10), and if for each route \( r \) either one or other of the inequalities (9) is strict; we thus rule out the possible degeneracy that both terms in the product (10) might vanish. At an interior equilibrium point \( x \) it is possible for a route \( r \) not to be used, i.e. \( x = 0 \), but there then exists a neighbourhood of \( X \) such that within this neighbourhood \( x_r > 0 \) implies \( z_r < 0 \).

We next establish a sufficient condition for the local stability of \((g(t), z(t))\) near any given interior equilibrium point \( x \). Let \( y = H x, z = A x, U''_{x(r)} y_{s(r)} \), \( \mu_j = p_j^r(z_j), j \in J, \) and \( \lambda = A \mu \). Let \( T_{max} = max(T_r, r \in R) \); this parameter is needed to describe an initial condition of the system (1-4), but will not be part of the sufficient condition for local stability.

**Theorem 2.** Let \( x \) be an interior equilibrium point, and suppose that for each \( r \in R, \)
\[
\frac{\kappa_r T_r}{\lambda_r} \left( -U''_{x(r)} y_{s(r)} + \sum_{j \in J} z_j \mu_j \right) < \frac{\pi}{2}, \quad (12)
\]
Then there exists a neighbourhood \( N \) of \( x \) such that for any initial trajectory \((x(t), t \in (-T_{max}, 0))\) lying within the neighbourhood \( N \), \((g(t), z(t))\) converge exponentially as \( t \to \infty \) to the unique solution \((y, z)\) to the optimization problem (8).

**Proof.** Initially assume that \( x_r > 0 \) for \( r \in R \), and thus that
\[
U''_{x(r)} \left( \sum_{r \in R} x_r \right) = \sum_{j \in J} \mu_j \left( \sum_{a \in J} x_a \right)
\]
for each \( r \in R \). Later we shall see that the assumption is without loss of generality.

\(^1\)We note that probing is likely to be important for structural, as well as dynamic, aspects of routing.

Let \( x_r(t) = x_r + u_r(t), y_{s(r)}(t) = y_s + v_r(t), z_j(t) = z_j + w_j(t) \). Then, linearizing the system (1-4) about \( x, y_s, z_j \), and using the relation (13), we obtain the equations
\[
\frac{d}{dt} u_r(t) = -\frac{\kappa_r x_r}{\lambda_r} \left( -U''_{x(r)} v_{s(r)(t)} + \sum_{j \in J} P_j^r w_j(t - T_{rj}) \right), \quad (14)
\]
\[
v_s(t) = \sum_{r \in R} u_r(t - T_r), \quad (15)
\]
\[
w_j(t) = \sum_{r \in R} u_r(t - T_{rj}). \quad (16)
\]

Let us overload notation and write \( u_r(\omega), v_s(\omega), w_j(\omega) \) for the Laplace transforms of \( u_r(t), v_s(t), w_j(t) \) respectively. We may deduce from (14-16),
\[
\omega u_r(\omega) = -\frac{\kappa_r x_r}{\lambda_r} \left( -U''_{x(r)} v_s(\omega) + \sum_{j \in J} P_j^r e^{-\omega T_{rj}} w_j(\omega) \right),
\]
\[
v_s(\omega) = \sum_{r \in R} e^{-\omega T_r} u_r(\omega),
\]
\[
w_j(\omega) = \sum_{r \in R} e^{-\omega T_{rj}} u_r(\omega).
\]

We calculate that
\[
\begin{pmatrix} v(\omega) \\ w(\omega) \end{pmatrix} = -P^{-1}(\omega) T X(\omega) R(\omega) P \begin{pmatrix} v(\omega) \\ w(\omega) \end{pmatrix}, \quad (17)
\]
where \( X(\omega) \) is an \(|R| \times |R|\) diagonal matrix with entries \( X_{r,s}(\omega) = e^{-\omega T_r} / \omega T_r \), and \( P = \left( |S| + |J| \right) \times \left( |S| + |J| \right) \) diagonal matrix with entries \( P_{s,s} = 1, P_{j,j} = (p_j^r)^2 \), and \( R(\omega) \) is a \(|R| \times \left( |S| + |J| \right) \) matrix where
\[
R_{s,r}(\omega) = \left( -U''_{x(r)} T_r \frac{\kappa_r x_r}{\lambda_r} \right)^{1/2}, r \in s
\]
\[
R_{j,j}(\omega) = e^{-\omega T_{rj}} \left( \frac{\kappa_r x_r}{\lambda_r} T_r P_j^r \right)^{1/2}, j \in r
\]
and all other entries are 0.

The matrix \( G(\omega) = -P^{-1}(\omega) T X(\omega) R(\omega) P \), which appears in (17) is called the return ratio for \( v, w \). From the generalized Nyquist stability criterion [5, 8] it is sufficient to prove that the eigenvalues of the return ratio \( G(\omega) \) do not encircle the point \(-1 \) for \( \omega = \theta \), \(-\infty < \theta < \infty \), in order to deduce that \( (v(t), w(t)) \to 0 \) exponentially as \( t \to \infty \). Note, we are not, at this stage, interested in the asymptotic behaviour of \( u(t) \).

If \( \lambda \) is an eigenvalue of the return ratio then we can find a unit vector \( z \) such that
\[
\lambda z = R(\theta)^{1/2} X(\theta) R(\theta) z, \quad (18)
\]
where \( \dagger \) represents the matrix conjugate, and hence
\[
\lambda = z^* R(\theta)^{1/2} X(\theta) R(\theta) z.
\]
If \( d = R(\theta) z \) then, since \( X \) is diagonal,
\[
\lambda = \sum_r |d_r|^2 X_{r,r}(\theta) = \sum_r |d_r|^2 e^{-\omega T_r} .
\]
Hence \( \lambda = K \zeta \), where \( K = \| R(i \theta) z \|^2 \) and \( \zeta \) lies in the convex hull of
\[
\left\{ \frac{e^{-i \theta T_r}}{i \theta T_r} : r \in S, s \in S \right\}.
\]
The convex hull includes the point \(-2 \pi / \pi \) on its boundary (at \( T_r = \pi / 2 \)), but contains no point on the real axis to the left of \(-2 \pi / 2 \), and hence if \( \lambda \) is real then \( \lambda = (2 \pi / 2) K \).

Next we bound \( K \). Let \( Q \) be the \((|S| + |J|) \times (|S| + |J|)\) diagonal matrix taking values \( Q_{ss} = y_s \sqrt{-U_s^T} \) and \( Q_{ij} = z_j \sqrt{p_j} \), let \( \rho(\cdot) \) denote the spectral radius, and \( \| \cdot \|_{\infty} \) the maximum row sum matrix norm. Then
\[
K = z^T R(i \theta)^T R(i \theta) z \\
\leq \rho(R(i \theta)^T R(i \theta)) \\
= \rho(Q^{-1} R(i \theta)^T R(i \theta) Q) \\
\leq \| Q^{-1} R(i \theta)^T R(i \theta) Q \|_{\infty} \\
< \frac{\pi}{2}
\]
the last inequality following from (12).

So we have that \( \lambda > -1 \) for any real eigenvalue \( \lambda \). Thus, when the loci of the eigenvalues of \( G(i \theta) \) for \(- \infty < \theta < \infty \) cross the real axis, they do so to the right of \(-1\). Hence the loci of the eigenvalues of \( G(i \theta) \) cannot encircle \(-1\), the generalized Nyquist stability criterion is satisfied and the system (14-16) is stable, in the sense that \( \psi_s(t) \rightarrow 0 \), \( w_j(t) \rightarrow 0 \) exponentially, for all \( s, j \) as \( t \rightarrow \infty \). There remains the possibility that \( x(t) \) might hit a boundary of the positive orthant, and invalidate the linearization (14-16). To rule out this possibility, note that there exists an open neighbourhood of \( x \), say \( N' \), such that whilst \( x(t) \in N' \), the linearization is valid, and so \( y_s(t) \rightarrow y_s \) and \( z_j(t) \rightarrow z_j \) exponentially. Now \((\dot{x}_r(t), t > 0)\) is defined by (1-4) as a function of \((y_s(t), z_j(t), t > -T_{max})\). Thus, whilst \( x(t) \in N' \), \( \dot{x}_r \) decays exponentially to 0 for all \( r \) and therefore, the total distance \( x_r(t) \) can travel from \( x_r(0) \), whilst remaining in \( N' \), is bounded by
\[
\gamma \max_{t \in [-T_{max}, 0]} \| (y_s(t), z_j(t)) - (y_s, z_j) \|
\]
for some \( \gamma \). Hence we can pick an open subset, \( N' \subset N' \) such that if \( x(t) \in N ' \) for \( t \in (-T_{max}, 0) \) then \( x(t) \in N' \) for all \( t \). Furthermore, if \( x(t) \in N' \) for all \( t \) then, since \( \dot{x}_r \) decays exponentially to 0, \( x(t) \) must be Cauchy, and must therefore tend to a limit. Thus \( N' \) is as required.

Finally we shall relax the assumption that \( x_r > 0 \) for all \( r \). Since \( x \) is an interior equilibrium point, \( x_r = 0 \) implies \( \dot{x}_r(t) < 0 \). Thus there is a neighbourhood of \( x \), say \( M' \), such that, on \( M' \), the linearization of (1-4) coincides with the case where we discard all \( r \) such that \( x_r = 0 \). Therefore, as above, we may choose an open neighbourhood \( N' \subset M' \) such that for any initial trajectory \((x(t), t \in (-T_{max}, 0))\) lying within the neighbourhood \( N' \), \((y_s(t), z_j(t))\) converge exponentially as \( t \rightarrow \infty \) to the unique solution \((y_s, z_j)\) to the optimization problem (8). \( \square \)

Remark 1. The linearization (14-16) is similar to that arising in the treatment by Johari and Tan [10], Massoulie [16] and Vinnicombe [23] of the case where each source-destination pair has a single route. Comparing our linearization with theirs, it is as if we transform our model by treating each route as arising from a separate source, and for each \( s \in S \) we add a fictitious link \( l(s) \) to each of the routes \( r \in s \), with \( T_{l(s)r} = 0 \) and \( p_{l(s)r}(y_s) = -U'_l(y_s) \). A complication is the non-uniqueness of \( x \), and hence our need to approach the result via the convergence of \((y, z)\).

Remark 2. Theorem 2 remains valid if equation (1) is replaced by (5). This corresponds to the added links discussed in Remark 1 having the property that \( T_{l(s), T_s} = T_r \) rather than \( T_{l(s), T_s} = 0 \): the flows from source \( s \) share a fictitious link as they leave the source \( s \), rather than as they return to source \( s \).

Remark 3. In [7] a system similar to (1-4), is considered, but where, instead of equation (4), \( y_s(t) = \sum_{r \in S} x_r(t) \). The sufficient condition for local stability obtained in [7] restricts \( \kappa_r \) by round-trip times of all routes serving \( s(r) \), and can be onerous if the round-trip times of the routes serving a source-destination pair are heterogeneous. We have shown that using delayed information, either \( x_r(t - T_s) \) or \( x_r(t - T_r) \) rather than \( x_r(t) \), allows a fully decentralized sufficient condition.

Remark 4. If
\[
U_s(y_s) = \frac{y_s}{1 - \alpha_s}
\]
and
\[
p_j(z_j) = \left( \frac{z_j}{C_j} \right)^{\beta_j}
\]
then the condition (12) is satisfied if, for each \( r \in R \),
\[
\kappa_r T_r (\alpha_s + \max(\beta_j, j \in R)) < \frac{\pi}{2}
\]
Observe that the importance of the source parameter \( \alpha_s \), relative to the resource parameters \( \beta_j \), increases as \( \alpha_s \) increases. The condition (7) arises as the special case where \( \alpha_s = \alpha, s \in S \), and \( \beta_j = \beta, j \in J \).

Remark 5. If we consider a network consisting of one source \( s \), one route \( r \), and one link \( l \in r \), then the linearization of this system is
\[
\dot{u}(t) = -\kappa (\alpha + \beta) u(t - T).
\]
The Nyquist stability criterion, applied to the Laplace transform of this differential equation tells us that our system is locally stable if and only if
\[
\kappa T (\alpha + \beta) < \frac{\pi}{2}.
\]
Indeed if this inequality were replaced by equality, then \( u(t) = \sin(\pi t/2T) \) solves equation (18), an oscillatory solution with period \( 4T \). Thus, for this example, our condition is tight.

3. AN EXTENSION OF SCALABLE TCP

In this Section we consider a refinement of the fluid-flow model used earlier. The refinement is intended to better approximate the behaviour of a network like the Internet, where congestion is indicated by a dropped or marked packet, and hence where a single packet crossing the network generates just a single bit of information concerning congestion along its route. The refinement follows [23] and we use it to develop a routing extension of scalable TCP [14], a variant of TCP with certain attractive scaling properties that we show are inherited by our multi-path extension.

The single bit of information is carried back to the source by the acknowledgment stream. The rate at which acknowledgements from route \( r \) arrive back at the source \( s(r) \) at time
where $\mu_j(t)$ is the proportion of packets marked at resource $j$ at time $t$, under the approximation that packet marks at different resources are independent. Observe that (2) approximates (19) when the probabilities $\mu_j$, $j \in J$, are small. The flow on route $r$ that is seen at resource $j$ at time $t$ left the source for route $r$ a time $T_j$, previously:

$$\lambda_r(t) = 1 - \prod_{j \in r} (1 - \mu_j(t - T_j)).$$  \hfill (19)

as in (3). Whereas in Section 2 the functions $p_j(\cdot)$ were not necessarily bounded, in this Section we presume they are bounded above by 1, in line with their interpretation here as a drop or mark probability rather than a price.

Suppose the sending rate $x_r(t)$ on route $r$ at time $t$ varies according to following algorithm: on receipt of a positive acknowledgement the sending rate is increased by $\bar{a}/T_r$, and on receipt of a negative acknowledgement indicating congestion the sending rate is decreased by $b_r x_r(t)/T_r$. This corresponds to the stable flow control algorithm of [15]; particular choices for $\bar{a}, b_r$ give scalable TCP [14].

We are now ready to define our routing extension. We suppose that the response on receiving a negative acknowledgement is altered. Now, on receipt of a negative acknowledgement the sending rate is decreased by $b_r y_{i\theta}(t)/T_r$, where $y_{i\theta}(t)$ is given by equation (4). The fluid-flow model becomes

$$\frac{dx_r(t)}{dt} = \frac{x_r(t - T_r)}{T_r} \left( \bar{a} (1 - \lambda_r(t)) - b_r y_{i\theta}(t) \lambda_r(t) \right)_{+}.$$  \hfill (21)

Let $x$ be an equilibrium point. Then

$$\sum_{a \in s(r)} x_a = \bar{a} \cdot \frac{1 - \lambda_r}{b_r}$$  \hfill (22)

for any route $r$ with $x_r > 0$. Let $x_r(t) = x_r + u_r(t)$, for those routes with $x_r > 0$. Then linearizing about $x$ and using the relation (22) we obtain

$$T_r \frac{du_r(t)}{dt} = -\bar{a} (1 - \lambda_r) \left( \sum_{a \in s(r)} x_a + u_a(t - T_a) + x_r \nu_r(t) \right)$$  \hfill (23)

where

$$\nu_r(t) = \sum_{j \in S} \frac{p_j}{1 - p_j} \sum_{a : j \in a} u_a(t - T_a - T_j).$$  \hfill (24)

The method of Theorem 2 may be applied to this linearized system, and we find that local stability of (23-24) is implied by $\|R(i\theta)^k R(i\theta)\|_\infty < 1$ where

$$R_{r,s}(\omega) = e^{-\omega T_r} \left( \frac{\bar{a}}{y_s} \left(1 - \lambda_r\right) \right)^{\frac{1}{2}}$$  \hfill (25)

and all other entries are 0. For this $R(\omega)$, $\|R(i\theta)^k R(i\theta)\|_\infty$ is less than 1 if

$$\bar{a} \left(1 - \lambda_r \right) \left( \lambda_r + \sum_{j \in r} \frac{b_r p_j}{1 - p_j} \right) \leq \frac{\pi}{2}.$$  \hfill (26)

Thus, from (25), a sufficient condition for local stability is that

$$\bar{a} (1 + \beta) < \frac{\pi}{2}.$$  \hfill (27)

The corresponding condition for local stability of scalable TCP [14, 23] is $\bar{a} < \frac{\pi}{2}$, and so the introduction of routing makes stability only a little harder to ensure.

Remark 1. If $b_r = 1 / w_s$, $r \in s$, then from (22) the marking rate $\lambda_r$ is the same on every route $r$ in $s$ with $x_r > 0$. Further, the total flow rate serving $s$ is proportional to the weight $w_s$ and approximately inversely proportional to this common value of $\lambda_r$, corresponding to a resource allocation across source-destination pairs that is approximately weighted proportionally fair [13]. In particular, if a source-destination pair $s$ has more routes across the network then this may aid the network to balance load, and may help the resilience and reliability achieved from the network by the source-destination pair $s$: but the weight in the fairness criterion, namely $w_s$, is unaffected by the number of routes to which $s$ has access. The marking rate on unused routes serving $s$ is at least as high as the common value of $\lambda_r$ on the routes used, provided some probing mechanism ensures a flow can escape from zero if the second term in the product (21) is positive.

Remark 2. As in Section 2, the same condition is sufficient for local stability if, in equation (21), $y_{i\theta}(t) = \sum_{a \in s(r)} x_a(t - T_a)$ is replaced by $\sum_{a \in s(r)} x_a(t - T_a)$. The first sum, $y_{i\theta}(t)$, is the rate of acknowledgments arriving back at the source $s(r)$ at time $t$, summed over all routes serving $s(r)$. An implementation might record $x_a(t)$ in a packet leaving on route $a$ at time $t$, copy the value into the acknowledgement for the packet, and then return it to the source $s(r)$ at a time $T_a$ later. In contrast, $\sum_{a \in s(r)} x_a(t - T_a)$ is the aggregate flow rate leaving the source $s(r)$ at time $t - T_a$. An implementation might record the aggregate rate $\sum_{a \in s(r)} x_a(t)$ in a packet leaving $s(r)$ at time $t$, copy the value into the acknowledgement for the packet, and then return it to the source $s(r)$ via route $a$, a time $T_a$ later.
Vo~{n}e [25] establishes a decentralized sufﬁcient condition for the local stability of this system, of the same form as that described in this paper, building upon the results of Vinnicombe [23, 24] for the case without routing.

Remark 4. The function (6) is a natural form to be implemented by active queue management [15, 24]: for example, $z_j(t)$ might be estimated as in the previous remark, and packets marked accordingly. For large buffers operating with drop tail, a more reasonable approximation for the proportion of packets overflowing the buffer is [22]

$$p_j(z_j) = \frac{z_j - C_j^p}{z_j}.$$ 

With this form, the sufﬁcient condition (23) for local stability is satisﬁed if

$$b_r(\lambda_r + M_r) \sum_{a \in sa(r)} x_a < \frac{\pi}{2}$$

where $M_r = \sum_{j \in J} \left[p_{j} > 0 \right] A_{jr}$, the number of saturated resources on route $r$. This is a much less attractive condition than (26): as well as the dependence on $M_r$, which may not be known at the edge of the network, its dependence on $x$ prevents it scaling to arbitrary ﬂow rates. The network may be stable for certain capacities and ﬂow rates, but may become unstable with larger capacities and ﬂow rates. In contrast the condition (26) is indeed scalable: as for scalable TCP in the single route case, the ﬂow rates $x$, the marking rates $\lambda$, even the network topology, are notable by their absence from the stability condition.

4. CONCLUSION AND DISCUSSION

In this paper we have used a ﬂuid-ﬂow model to analyse the local stability of an end-to-end algorithm for joint routing and rate control. We have seen that stable, scalable load-sharing across paths, based on end-to-end measurements, can be achieved on the same rapid time-scale as rate control.

In the Internet there is generally a single path from a source to a destination, or a pre-determined split of trafﬁc across a set of paths [21], mirroring the layering within the TCP/IP stack, where rate control is part the transport layer but routing is considered to be part of the network layer. The optimization and control framework of this paper sheds light on an aspect of this layering (cf. [3]), and on the possible separation (cf. [29]) of routing information into slowly varying structural information, able to provide a source-destination pair with a collection of available paths, and dynamic information, determined from end-to-end measurements and used, in our proposal, by a source-destination pair to balance load across paths. Our results suggest that while structural information may be provided by the network layer, load-balancing is more naturally part of the transport layer. In particular, we have observed that, for dynamic routing, the key constraint on the responsiveness of each route is the round-trip time of that route, information which is naturally available at sources.
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